Implementation of NLP based automatic text summarization using spacy
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Abstract---The amount of data on the Internet has increased exponentially over the past decade. Therefore, we need a solution that converts this massive amount of raw information into useful information that the human brain can understand. One such common technique in research that helps when dealing with large amounts of data is text summarization. Automatic summarization is a well-known
approach to reduce documents to key ideas. This works by storing important information by creating a shortened version of the text. Text summaries are divided into extraction and abstraction methods. The extraction summary method minimizes the summarization burden by selecting a subset of relevant sentences from the actual text. There are many methods, but researchers specializing in natural language processing (NLP) are particularly attracted to the extraction method. The meaning of the sentence is calculated using linguistic and statistical features. In this work, extractive and abstract methods for summarizing texts were examined. This white paper uses a spaCy algorithm to analyze the above methods, resulting in fewer iterations and a more focused summary.
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**Introduction**

Summarizing large texts remains an open topic in natural language processing. Automatic text summarization is used to summarize large documents. Text summary is the process of using software to simplify a text document and create an overview of the gist of the original document. Text summarization is a technique that software uses to shrink a text document to create a summary or synopsis of the original document. Summary is performed to highlight important parts of the text. Text summaries can be categorized based on the input type. Single low-input document in a text context. In such cases, a simple summary model is created. Several documents, the input of which can be relatively long. The more text you have, the more semantic links are generated, which adds to the complexity here. Summarizers can be categorized as general based on their purpose. It is abstract and the model forms its own phrases and sentences to provide a more consistent summary. In this case, the model processes the input without bias or prior knowledge. Domain specific. The model uses domain information to create a more accurate summary based on known facts. Query based. The summary contains only known answers to natural language questions about the input text. Based on output type, totalizers can be categorized as follows: Extract. Select a key phrase from the input text to create a summary that humans generate. Creating an abstract summary is generally a more complex task than the extraction method. Therefore, apart from recent advances in the use of neural networks, driven by advances in neural machine translation and sequence models, they are still far from reaching the human level. Text summarization applications include media monitoring, search engine marketing, internal document workflows, financial research, social media marketing, and assisting people with disabilities.

**Method**

This segment reviews a number of excellent text summaries as shown in Figure 1.
Unsupervised Extracts

Unsupervised summarization techniques mean creating summaries from a given document without using previously identified groups or classifications. There are three ways to do this: first graph-based, latent variables, and finally term frequency. These are easy to implement and give satisfactory results. Some of the surveys conducted are listed below. Hernández et al. presented a solution for selecting sentences in an extract summary using KMeans clustering. This is a big disadvantage. The first step is to remove stop words, hyphens and extra spaces. This is called input text preprocessing.

The next step is to use n-grams to select features and use boolean weight (BOOL), term frequency (TF), inverse document frequency (IDF), or TFIDF to find weights. The next step is to apply KMeans to the clustering set. KMeans is an iterative process that plots values up to the nearest centroid (the average of all values) and then calculates a new centroid. In the proposed method, the first sentence is considered as the baseline and the similarity between the sentences is plotted using Euclidean distance. After clustering is done using the K-cluster, the set that is closest to the centroid (aka the most representative set) is selected. The proposed method achieves better results than other prior art methods.

Joshi et al. proposed an unsupervised framework for extracting text summarization of a single document called SummCoder. After preprocessing, SummCoder uses a jump thinking model to transform the sentence into a fixed-length vector. To create a summary, sentences are selected considering three scores: Sentence Content Relevance Metric (scoreContR), Sentence Novelty Metric (scoreNov), and Sentence Position Relevance Metric (scorePosR). After all points have been calculated, the final score and relative score will be calculated. Finally, summaries can be generated by first sorting by descending relative rank and then by appearance in the input text.

El-Kassas et al. announced a single document and graph-based extraction system called EdgeSumm. In the proposed method, a pretreatment and a lemming are
carried out first. Then a graph of the textual representation is created with nouns as nodes and non-noun words as edges. There are "S#" and "E#" nodes that indicate the beginning and end of the sentence. For each node, the weight is calculated by counting the number of times it occurs. When choosing a sentence, it is assumed that all nouns represent different topics. First, search for the most common words and phrases and make a list of selected nodes and edges. To select the source and destination nodes, the score must be higher than the average score for all nodes. To select an edge, you must select both the source node and the target node. If the candidate summary (the summary generated by the algorithm) exceeds the user limit, the candidate summary will be scored and ranked in ascending order. Then apply KMeans clustering to group similar statements and select the top statements from each cluster to create the final summary.

Zheng & Lapata, proposed a position-enhanced centrality-based summary (PacSumm). Uses a graph-based rank algorithm. A set is a node and an edge shows the relationship between the nodes. A bi-directional encoder representation of Transformers (BERT) was used to map the set. The BERT pre-training has two tasks. The first task is masked language modeling, where the sentences are tokenized with the left and right sentences. The second task is sentence identification, which identifies the relationship between two sentences. To fine-tune the BERT, five negative samples are reported for each positive sample. After finding the representation of all sets, use the pairwise dot product to create an unnormalized matrix. Sets are selected based on this matrix.

Vanetiketal proposed a weighted compression model to extract important information from text. In the proposed model, this is done by reducing the sentence by repeatedly deleting the elementary discourse unit (EDU). First, each word is given a non-negative weight. Weights are assigned using the Gillic and Favre and McDonald extraction models. The next step is to select and delete the EDU. The list of EDUs is created using the constituency-based syntax tree. Excluded from the list are EDUs, which may make an ungrammatical statement when deleted. Everything else is removed and the "important" EDU weights are calculated and sorted. During summary creation, EDUs are selected based on maximum weight-to-cost ratio and cannot exceed the length of the summary.

Ozsoy & Alpaslan introduced Latent Semantics (LSA) for text summarization. This is an algebraic static method for finding hidden logical patterns between words and sentences. The input matrix is created to display the text. Rows represent words and columns represent sentences. The cell shows the TF-IDF value of the word. Single Value Decomposition (SVD) is used to model the relationship between words and sentences. The result of the SVD is useful for selecting instructions using the cross method. The set with the longest vector is selected.
Discussion

A. NLP and knowledge base

The study of natural language processing (NLP) dates from the 1950s. NLP understand and processes languages using sentence grammar, ontology, language models, analysis trees and similar methods. NLG (Natural Language Generation) does the opposite and generates natural language from machine rendering. NLP / NLG-based summaries are sometimes referred to as "semantics-based or ontology-based" (Allahyari et al., 2017) rather than "knowledge-based. Before the advent of deep learning systems, NLP and ontology-based solutions have been the most common ways to do abstract transformations. For example, sentences can be grouped by mechanical conjunction rules. This type of abstraction is primarily grammatical and may not provide integration of document ideas. Think of this "abstract light".

Some researchers have combined NLP with deep learning to "encode" "linguistic information" such as Part-of-Speech (POS) tags and Named Entity Extraction (NER) tags as a lexical function as part of an encoder-decoder neural network. . (Zhou, Yang, Wei, Tan & Bao, 2017). I agree with Allahyari and others. (2017) "The step to building a more accurate summarization system is to combine the summarization method with knowledge-based and semantics-based ontology-based summarization." The trend that can be seen in the comparison matrix is away from NLP and towards deep learning

B. Spacy

SpaCy is a free open-source natural language processing library in Python programming languages. Used primarily in production software development, spaCy also supports deep learning workflows via PyTorch and TensorFlow statistical models. SpaCy provides fast and accurate parsing, named entity recognition, and easy access to word vectors. You can use the default word vector or replace it with another word vector. SpaCy also features tokenization, sentence boundary detection, part-of-speech tagging, parsing, built-in word vectors, and very accurate placement on the original string.

Text summarization procedure:

1. Text cleaning: Remove stop words, punctuation, and lowercase letters in words.
2. Working tokenization: Tokenize all words from a sentence.
3. Table of Word Frequency each word Frequency is calculated and divide maximum frequency with each frequency to get the normalized word frequency count.
4. Sentence tokenization: As per Frequency of the sentence summary will done.

```python
nlp = spacy.load('en_core_web_sm')
doc = nlp(text)
tokens = [token.text for token in doc]
print(tokens)

sentence_scores = {}
for sent in sentence_tokens:
    for word in sent:
        if word.text.lower() in word_frequencies.keys():
            if sent not in sentence_scores.keys():
                sentence_scores[sent] = word_frequencies[word.text.lower()]
            else:
                sentence_scores[sent] += word_frequencies[word.text.lower()]
```

The other spacy application we are investigating consists of automatic summarization sentence extraction. In a way, you can think of the sentence extraction problem as similar to keyword extraction. Both applications aim to identify sequences that are more "representative" of a given text. In keyword extraction, candidate text units consist of words, while sentence extraction processes the entire sentence. Text Rank proves suitable for this type of application as it accepts a recursively computed per-text ranking based on information gleaned from the entire text.

The evaluation according to the essential approach is often carried out by comparing the results of the machine overview with the expert's ideal overview. Substantial assessments are made by measuring grammar, verbosity, and consistency. This measurement is very rare because it is a very rare study that poses grammar and consistency issues. Find out how many ideal sentences there are in the automated machine summary and evaluate them from a sentence extraction perspective. The evaluation was carried out using the measurement methods Precision, Recall and f-Score / f-Measure. To evaluate the content, compare the actual words of the sentence, not the entire sentence. The evaluation was made by measuring the similarity of rouge, pyramid and cosine. The benefit of scoring is that human extracts can be compared to an automatic summarization engine

Use a human summary with new sentences and paraphrases. Another assessment is a task-based approach that measures the performance of the automatic summary engine by using the summary for specific tasks such as answering questions and document categories.
Results and Discussions

Architecture of the Project:

The project architecture is shown in the figure 3 above. As you can see, the text document is uploaded to the application first. The text document is then preprocessed, including the removal of stop words and punctuation, by finding the word Frequency and the Sentence Frequency. Finally, create a text summary.

Document pre-processing

Due to the Excess sources of information in today's world, the input documents we receive may not be in the correct English format, which may contain audio. Sounds include various special characters, unwanted spaces, newlines, stops, and more. Therefore, perform the following tasks on the input file to get only the useful parts of the document.

Step 1: All line breaks are removed.
Step 2: All corner brackets and special numbers are removed.
Step 3: All commas, extra spaces and repeating sentences are removed.

Removal of stop words

In this step it will remove all subtitles from your input according to your native language. These stop words do not provide reliable information about a particular context. It does not convey any information about this emotion as it builds a collection of emotions like "is", "am", "who" to create an illustration.

Tokenization

Previously, sentences were split into several words. Basically, this token model is used to do the activity in the form of a pipelined NLP natural language processing process. This is useful at two stages, word level and sentence level. The first is a standard word mark that restores a set of words in a given sentence.
Extraction of important sentences

We need a way to verify the value of the text in the scroll. The following calculations are performed to extract the key phrase from the document and the same is shown in figure 4 & 5.

Step 1: Frequency of all words in the previously reviewed text is calculated.
Step 2: The weight of each word by dividing the frequency of the words by the maximum frequency is calculated.
Step 3: Review all key phrases for the specified input.
Step 4: The sentence's score by adding the weighted frequencies of the words contained in the sentence is calculated.
Step 5: Sort the set's token list in descending order based on points
Step 6: Remove the "n" statement from the token list
**Conclusion**

Automatic text summarization is an interesting academic topic with a wide range of commercial applications. By reducing huge amounts of information into short bursts, summaries are useful in a variety of downstream applications such as news summaries, reporting, news summaries and headlining. There are two types of aggregation algorithms that are most commonly used. The extraction summary method starts with rearranging and copying the passages from the source material. Second, the abstract summary approach creates new phrases by rephrasing or inserting terms not found in the original text. Most of the research to date has been extractive due to the difficulty of abstract summarization. The extraction approach is more convenient as it guarantees grammar and accuracy by copying a large chunk of text from the source document. On the other hand, advanced skills such as paraphrasing, generalizing, and assimilation of real-world knowledge are only possible with abstract frameworks and are required for high-quality summarization. Despite the fact that abstract summarization is a more difficult task, there has been some success thanks to recent advances in deep learning.
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