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Abstract---People's lives could be in danger if a contagious disease 

spreads quickly, Corona-2019 virus disease (COVID-19) is one. The 
coronavirus epidemic rapidly spread over the world. The Corona virus 

has had a major impact on the health of populations and healthcare 

systems all over the world. RT-PCR (RT-Reverse transcription, PCR-
polymerase chain reaction) testing can benefit from the use of 

computed tomography images. Most available methods use large 

training data, and the detection accuracy needs to be improved due to 
the inadequate border segment of symptom descriptions. This study 

proposes a robust and effective way for identifying normal and COVID-

19 patients using small training data. Deep learning quickly creates 
accurate models. Data augmentation increases the training dataset to 

reduce over fitting and improve model generalisation. Using data 

augmentation, we evaluated Xception and VGG-19. The study showed 

that deep learning can detect COVID-19. 
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Introduction  

 
The COVID-19 infection, which at first resembled the common flu, has now been 

formally classified as a pandemic and has so far infected more than 556,000,000 

globally including 6,000,000 deaths. In 2019, COVID-19, a virus, was discovered 
in the Chinese city of Wuhan. According to many research, the number of 

https://doi.org/10.53730/ijhs.v6nS7.11433


         1216 

exposed, infected, or recovered humans could be used to forecast the expansion 
of infection curves. These research made it possible to acquire a sense of the 

mode of transmission that might exist in each nation [1] [2]. 

 
The test of COVID-19 relies on collecting swab from the nostrils. When the case is 

asymptomatic or exhibits only minor symptoms, it is typically performed at home 

by a healthcare expert. If the patient is admitted for a serious ailment, it is 

typically performed in a health facility or hospital. In nations like German or 
South Korea, doing as several examinations as possible has proven to be the most 

effective method of containing the virus. Spain was unable to do as many tests, so 

it is critical to investigate and create alternate techniques to carry out these tests 
quickly and efficiently. 

 

The detection and monitoring of the disease can be aided by the use of AI and 
radiomics to computed tomography and X-ray images [3] [4]. According to [5], 

prominent ground grass opacity patches in the posterior and peripheral lungs are 

suggestive of COVID-19 pneumonia. As a result, once abnormalities on chest 
radiographs are suggestive of a coronavirus, CT can be a crucial way for detection 

of COVID-19. AI algorithms and CX-R radiomics characteristics help to diagnose 

COVID-19 [6] [7]. 

 

 
Figure 1 Globally Identified COVID-19 Cases (Source WHO[12]) 
 

Doctors and researchers struggled to quickly diagnose the condition [8]. An 

infection with the COVID-19 virus can result in major health complications such 
as a fast drop in blood pressure, a cardiac arrest, acute renal failure, and 

pulmonary edoema [9]. It is essential to make an early diagnosis of infection in 

patients and then immediately isolate them in order to make headway against 

and manage the COVID-19 pandemic [10,11]. Figure 1 presents the incidence rate 
of COVID-19 cases that have been reported in the countries that have been hit 

the worst all around the world [12]. Real-time PCR (polymerase chain reaction) is 

most frequent for corona detection. It has a significant false negative rate and 
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takes up to two days to get results, but it's 70 to 90% sensitive [9-13]. COVID-19 

is diagnosed by CXR and CT (CT). CXR is a quick, affordable, frequently used 

clinical treatment with less radiation than CT scans [13, 14,15]. On a CXR, 
radiologists must search for COVID-19 symptoms. CXR analysis is a time-

consuming and error prone process that should be automated [16]. Figure 2 

presents a Computed tomography image. 
 

An image-processing model, such as the one used in this study, can identify areas 

of damage and accurate features that might be useful in determining the disease's 
severity. Using deep learning techniques, Fátima A. et al. [17] and Walaa G. et al. 

[18]. Developed a system that would create several lung sections and identify the 

infection. With the use of CT scans, this research proposes a deep learning (DL) 
strategy to forecast COVID-19 symptoms in patients. Deep learning techniques 

improve on conventional ML (machine learning) methods. Convolutional neural 

networks are utilised in image classification. In this work, we employed Xception 

and VGG16, two predesigned networks.  
 

A variety of fields, like classifiers and pattern recognition, have demonstrated the 

superiority of CNNs, among the most effective deep learning (DL) models [19,20]. 
A number of other medical imaging systems that make use of DL approaches have 

also been developed as a means of assisting doctors and specialists with the 

accurate diagnosis, treatment, and follow-up assessment of COVID-19 [21,22]. 
COVID-19 infections have been detected in CT/CXR images using various DL 

approaches [23–36], with mixed results. 

 
Vulnerabilities have been discovered during the research of COVID-19 detection 

and investigative systems based on CT/CXR imaging. The mainstream of recent 

methods has been evaluated with restricted CT/CXR datasets and few corona 

positive cases. The dimension of the datasets isn't big enough to show what the 
proposed systems will really do. Also, even though several researchers have used 

pre-trained models to get high reliability values over TL (transfer learning), there 

hasn't been much emphasis on system design and training a custom Deep 
learning model from scratch because there hasn't been a big dataset with a lot of 

CT/CXR images that have been reported to have COVID-19 infection. 
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Figure 2 Sample CT scan Images from Database 
 

I. Materials 

 
The effectiveness of deep learning models on CT scans was tested in this work 

using [35,36] datasets. We suggest a dataset made up of COVID-19 and normal 

images. Both are accessible to the general public via GitHub and Kaggle, 

respectively. The COVID-19 cases are represented by the X-ray or CT scans that 
are accessible on GitHub. It was made by combining medical illustrations from 

publicly accessible websites and publications. 1874 regular CT pictures and 1571 

COVID-19 images are included in this dataset. 
 

In order to prevent biassed results, we split the images into training and testing 

sets at a ratio of 80, 20 percent respectively. This balanced division of the data 
ensures that there are sufficient numbers of samples from each class in the 

training set. Despite having a huge number of Covid-19 and normal images, we 

have assembled a dataset of 3445 photographs for this purpose. The datasets 
were obtained from a collection of open sources. Since datasets are updated often, 

future research may use different numbers of photos that were obtained. Table 1 

demonstrates how various pretrained models require various input sizes. As a 

result, all photos were scaled in accordance with each pretrained model's training 
requirements. The decision to employ that particular architecture was made 

based on the successful usage of CNNs in cutting-edge efforts for COVID-19 

image classification. 
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II. Methodology 

 
This paper recommends CT scans to identify presence of corona virus in patients. 

The suggested approach contains Xception and VGG16. The results are compared 

to earlier results from the literature. Initial data pre-processing was done 
following open-source data collection. Several images were with different sizes, so 

they could not be taken for processing in the training, so entirely CT scan images 

were converted to the size requirement of the Xception and for VGG 16 model, 
varied data intensification techniques, including rotation, image flipping, and 

zooming, were used to ensure good output results. 

 
Study Models 

 

 

Table 1 Models taken for study 

Model I/P size No. of Layers 
in the model 

Parameters  
( in Millions)  

Model size 
in MB 

Xception 299x299x3 71 22.9 85 

VGG16 224x224x3 16 138 528 

 

 
The data were rescaled in a manner that was specific to each model. Each model 

was trained with Adam optimizer and 1e-4 learning rates to minimise overfitting 

in training stage. The batch size was maintained at 32 throughout the training 
process, while the epoch count was set at 100. 

 

III. Experimental Results and comparison  

 
Large enough trials were conducted on the data to illustrate the proposed DL 

system's efficiency and compare it with current state-of-the art methods. Code for 

the suggested system was written in Python and tested on Windows 10 using an 
i5-650U CPU (with 4 GB of Nvidia GPU enabled) and 16 GB of RAM. We used the 

performance measures of average Accuracy to compare our suggested system to 

existing systems. 
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Figure 3 VGG16 Loss and Accuracy 
 

 
Figure 4 Xception Loss and Accuracy 
 
According to the comparison presented in table 2, the average accuracy of the 

research undertaken by various authors is shown. 

 

Table 2 Comparison of different studies 
 

Author & [Ref.No] Class Model used Average 

Accuracy 

Sahinbas et al. [23] Covid & Normal VGG-16, VGG-19, 

ResNet, DenseNet, and 
InceptionV3 

80% 

Jamil et al. [26] Covid & Normal Deep CNN 93% 

Joaquin. [27] Covid & Normal ResNet-50  96.2% 

Wang et al. [28]  Covid & Normal CNN 83.5% 

Ezzat et al. [29]  Covid & Normal DenseNet121+GSA 98.3% 

Zhang et al. [30]  Covid & Normal ResNet 95.18%(AUC) 

Toraman et al. [31]  Covid & Normal Capsule Network 97.24% 

Rajaraman, et. al. Covid & Normal VGG16   93.0% 
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[32]  

Afshar, P. et al. [33]  Covid & Normal capsule network   97.2% 

Elshennawy, et. al. 

[34]  

Covid & Normal ResNet152V2, 

MobileNetV2   

99.22% 

 

Our Approach Covid & Normal VGG16 95% 

 Covid & Normal Xception 98% 

 

Conclusion  

 
There have been a great number of research conducted on the detection of 

COVID-19 symptoms using a variety of approaches. Using CT and chest X-ray 

scans, patients who exhibited symptoms of COVID-19 were evaluated for a 
diagnosis as part of this research project. Researchers from a wide variety of 

institutions have trained and evaluated a variety of deep learning models; 

nevertheless, there are still issues with the number of epochs, datasets, batch 

sizes, and optimizers. There is always the potential for a dispute to arise when 
trying to demonstrate that one model is more successful than another. This study 

demonstrates that the accuracy of a deep learning model was determined to be 

sufficient in order to correctly recognise and categorise COVID-19. 
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