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Abstract---Sentiment Analysis or Opinion Mining is popular task of 

Natural Language Processing (NLP) performed on textual data 

generated by users to know the orientation or sentiment of the text. To 
perform Sentiment Analysis, it is critical to create an accurate and 

precise model, machine learning techniques are heavily utilized to 

build an accurate model. Deep learning and transfer learning 

techniques have been found to have increased utilization and better 

results, making them one of the most popular research areas around 

the world. Hotel and restaurant industries analyze reviews to obtain a 
deeper understanding of their client’s needs, likes and dislikes, 

whereas specialists use Twitter data and stock market news items to 

forecast stock market trends. Machine Learning algorithms are most 

essential part of a Sentiment Analysis model, this survey paper 

analyze all the widely used Machine Learning Approaches for 
Sentiment Analysis. A brief introduction on Methodology for 

Sentiment Analysis is given along with conclusion and future scope 

and in the field of Sentiment Analysis. 
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Introduction  

 

Social media and web browsing is booming across the globe as result of which the 

user generated data is also increasing day by day at a very high rate. It is 
estimated that 175 Zettabytes of data will be accumulated by the year 2025. The 

introduction of IOT is also playing an important role in generation of real time 

data in various forms. The data is being collected and monitored in various forms 

such as images, texts, videos, audios etc. One of the important and useful means 

of data being Text data is being processed to produce useful outcomes. Social 

media and webs are constantly producing huge amount of text data as people are 
very open in sharing views, ideas and opinions in such platforms.  

 

Natural Language Processing is one of the emerging and booming fields of 

Artificial Intelligence (AI) which deals with text data. NLP is regarded as the 

intersection of Computer Science (CS), Machine Learning (ML) and Linguistics. 
NLP is the ultimate guide to make computers understand language as through 

and deeply as humans do. Although NLP has managed to produce a lot of 

breakthroughs in the field of AI it is not yet computationally cheap and fast as it 

involves training of Algorithms and Neural networks like Recurrent Neural 

Network (RNN), (Hochreiter and Schmidhuber, J 1997) LSTM, Bi-LSTM etc. After 

the introduction of (Vaswani et al.,2017) Transformer’s network and BERT (Devlin 
et al, 2018) as the time required for training classifier reduced as they used 

Transfer learning technologies hence only need tweaking rather than training It 

from scratch. The main challenge of Natural Language processing or text data is 

handling the different linguistic rules for all the languages as the rules and styles 

differ from each language therefore, a model trained on English dataset cannot be 
used for a Hindi dataset or any other language. Another major challenge is the 

informal and vague way of writing followed by individuals, people tend to make a 

lot of grammatical errors, spelling errors etc. There is a lot of research going on in 

this subject to make it a simple and practical solution for texts.  

 

Sentiment Analysis (SA) or Opinion Mining (OM) is one of the emerging and 
important application of NLP and ML used widely for lot of applications. 

Sentiment Analysis is a process of analysing the sentiments or orientations of the 

user generated text or reviews. This can be achieved using a lot of approaches like 

statistical approach, dictionary approach, semantic approach and Machine 

Learning approach. Lexicon based approaches like dictionary based, semantic 
approach and rule-based approaches makes use of knowledge of languages and 

statistics to predict the sentiment of the text but has a lot of disadvantages as the 

model will be domain specific and cannot be utilized for texts of other domains as 

the sentiment of the word vary domain to domain. For example, ‘BIG’ may be 

positive in a review in electronics domain whereas same token ‘BIG’ may be 

negative in travel domain. Machine Learning approach can overcome these dis-
advantages and give better results when trained with lots of data and 

hyperparameters tweaked with precision. Lot of algorithms like Support Vector 

Machines, Naïve Bayes, Maximum Entropy, Decision Trees are being used in this 

approach to provide better results. Now-a-days Deep learning has shown 

promising results in Sentiment Analysis and Aspect detection. Researchers have 
proposed lot of models using ANNs, RNNs, LSTMs, CNNs, Bi-LSTM, Transformers 

networks. The only dis-advantage of deep learning technique is its long training 
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time as the model is very complex and requires a lot of computational cost and is 

slow in training. 

 

In this survey paper various Machine Learning and deep learning algorithms used 

in Sentiment analysis is discussed. We have tabulated the results of various 
approaches used by researchers.  

 

Methodology 

 

The general methodology for sentiment analysis is shown in Figure 1. There are 

mainly 5 significant steps involved in Sentiment Analysis. 
 

 
Figure 1 General Methodology for Sentiment Analysis  

 

Data Collection  

 
There are numerous ways for data collection. There are pre-collected datasets 

available in many websites like Kaggle, UCI Machine Learning Repository etc. 

There are lots of variety of data set available for all NLP tasks covering lot of 

domains like healthcare, entertainment, travel and tourism etc. Twitter is also a 

popular means for data collection. Tweets from various domains can be collected 

from twitter by tagging appropriate key words and hashtags. Tweepy is a popular 
library used to collect tweets from twitter. Realtime tweets can also be collected 

using Tweepy libraries Stream function. Data may be collected from various 

websites and blogs using APIs and libraries. 

 

Data Pre-processing  
 

This one of the key steps of any NLP task (Kannan et al., 2014), the raw text data 

collected in previous step has to be pre-processed in order to clean the data and 

optimize the classification (Etaiwi, W. and Naymat 2017). There are number of 

pre-processes which needs to be done to the raw text to feed in to next step. 

Figure 2 shows few key steps of NLP pre-processing  
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Figure 2 General Flow diagram for Pre-processing 
 

A] Lowering and Punctuation- This is the basic step of NLP pre-processing 

where the text is lowered to avoid duplication and punctuations are 
removed to clean the text. Punctuation adds unnecessary information to the 

data which should be removed to decrease computational cost and get 

better results. For example, consider a text “It is Good…….” Will be 

converted to “it is good” the length of the text is reduced but the meaning 

remains the same and the orientation of the text is constant. By lowering 

both words “Good” and “good” will be same avoid storing ‘good’ multiple 
times. 

 B] Tokenization- This is the fundamental step of pre-processing where we 

divide the text into smaller chunks or tokens to make further process 

easy.Tokens are the minimum units, usually words. These tokens are 

further converted to vectors or numerical value to feed to a classifier. For 
example, a review r1=” the food was good” after tokenization will be r1= 

[‘the’, ‘food’, ‘was’, ‘good’]. 

 C] Contraction’s Removal- In this step we remove contractions present in the 

raw text. Contractions refer to shortcuts used in the language. For example, 

is not is contracted as isn’t, can not is contracted as can’t.  

D] Stemming- Stemming is a process of conversion of a token into its stem 
form or root form. The prefixes and suffixes are removed in this step as they 

don’t add any significant meaning to the token. For example, go, going, gone 

will be converted to go as the base meaning and orientation of all the words 

Is the same. This will help to reduce the size of the vocabulary 

 E] Lemmatization- Lemmatization is the process of conversion of tokens to 
their lemmas. Morphological variations of same word is avoided by 

converting tokens to their base form or lemmas. 

 F] Stopwords removal- This is the most important step in NLP pre-processing 

which involves the removal of unnecessary words which don’t add any 

meaning to the sentence and will not contribute in deciding the sentiment 

or orientation of the sentence. Words like the, is, for, am, I etc are some 
examples of Stopwords, there are predefined set of Stopwords available in 

each language. Removing Stopwords will help reduce the vocabulary size 

without affecting the performance of the model.The raw text when passed 

through the above pipeline of NLP pre-processing will be cleaned with all 

unimportant token being removed and sentences converted to set of tokens 
ready for next step. 
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Feature Extraction 

 

Feature extraction is a process of extracting important information from text data. 

It is process of conversion of text data into numbers or vectors. There are number 

of ways to convert text to number starting from Bag of words which is the 
simplest to latest advancements like Glove and fast text. 

 

 A] Bag of words- This is one of the simplest approaches of feature extraction 

or text modelling used in NLP. BOW is process where we keep a track of 

occurrence of each word in the text or document (Zhang et al., 2010). Each 

word or token is regarded as a feature in BOW model and the syntactic and 
semantic meaning of the text is completely ignored. The ‘bag’ represents the 

vocabulary made of unique words from the training dataset. For instance, 

consider two sentences s1=” the view was bad” and s2=” the food was tasty”. 

To covert these into vector using the Bag of Words method, the vocabulary 

is created using both the sentences. V= { ‘the’, view’ , ‘was’, ’bad’, ’food’, 
’tasty’} and s1 is represented as s1=[1 1 1 1 0 0] and s2=[1 0 1 0 1 1]. Table 

1 represents the tabulated form of sentences. 

 

 

 

Table 1 Bag of Words Representation 
 

Tokens the view was bad food Tasty 

S1 1 1 1 1 0 0 

S2 1 0 1 0 1 1 

                

 

B] TF-IDF- TF-IDF or Term Frequency – Inverse Document Frequency is a 

feature extraction method in NLP which also reflects how important a token 

Is in the document in corpus of documents (Ramos et al., 2003).BOW model 
weights all the words equally whereas the TF-IDF model weights words 

according to their occurrence in each sentence. The two basic formulas 

used for TF-IDF are given by: 

 
Term Frequency (TF) – Number of times token t appears in a sentence / Total 

Number of tokens in a sentence                                                                  (1) 
 
Inverse Document Frequency (IDF) – Log (Total number of sentences / Number of 

sentences with token t in it)                                                                         (2) 

 

For instance, consider two sentences s1=” the view was bad” and s2=” the food 

was tasty”. To covert these into vector using TF-IDF method, the vocabulary is 
created using both the sentences. V= {‘the’, view’, ‘was’, ’bad’, ’food’, ’tasty’}. 
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Table 2 Term Frequencies  

Tokens the view was bad food Tasty 

S1 ½  ½  ½ ½  0 0 

S2 ½  0 ½  0 ½  ½  

 
Table 3 Inverse Document Frequencies 

Tokens the view was bad food Tasty 

S1 0 0.3465  0  

0.3465 

0 0 

S2 0  0 0  0 0.3465 0.3465  

 

C] Word2vec- The vectorisation of tokens is done using a 2-layer neural 

network called word2vec. It is Mikolvo's Le, Q. and Mikolov, T., (2014) most 

well-known and widely utilised vectorizing techniques. Continuous bag of 

words (CBOW) and skip gram model are the two main models in Word2vec. 

The Continuous Bag of Words (CBOW) model predicts the target word using 
context words, whereas the Skip Gram model predicts the Context words 

using the target word. Window size may be passed as a hyper-parameter to 

choose the context size. For a larger dataset, (McCormick et al.,2016) the 

Skip Gram model offers superior results. 

 
Training and Testing We need to spilt the data for training and testing in order to 

train the classifier using the training dataset and test the model using the testing 

dataset which we separated from the original dataset. (Arlot and Celisse, 2010) K-

fold cross validation may also be performed on the dataset where we train model 

with k-1 folds and test it with 1-fold. 

 
Results and discussion 

 

The final step is to publish or tabulate the results. There are multiple metrics 

used to publish results like accuracy, precision, Recall, F-score, Sensitivity, 

Specificity. The most commonly used metric is accuracy while the metric has to 
be choose based on the domain. Confusion Matrix Is another popular means to 

show the results which tabulates all classifications and mis-classifications done 

by the model. Figure 3 shows a confusion matrix (Townsend ,1971). Where True 

Positives represents samples that are actually true and classified as true, True 

Negatives represents samples that are actually false and classified as false, False 

Negatives are the samples that are actually true but are mis-classified as false 
whereas False positives are the samples that are actually false but mis-classified 

as True. All the metrics mentioned above can be calculate with the help of 

Confusion Matrix. 
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Figure 3 Confusion Matrix 

 
Machine Learning Approaches 

 

Machine Learning (ML) Algorithms can be used to categories sentiments (Agarwal 

B and Mittal N, 2016). This assignment can be accomplished using both 

supervised and unsupervised learning methods. Because of its accuracy, 

supervised learning methods are increasingly often used. Before being applied to 
real data, these algorithms must be trained on a training set. Figure 4 has the 

flowchart of various Machine Learning Approaches used for Sentiment Analysis. 

 

Un-Supervised Learning 

 
Un-supervised Learning is a popular type of Machine Learning approach which 

does not require any labelled data to train on. Collecting Labelled data or labelling 

huge corpora is a tedious and laboring task. Therefore, unsupervised learning 

methods may be used for such times as collection of un-labelled data is an easy 

task. The statistical properties such as word co-occurrence, lexicons with 

polarized words are used for clustering which can classify data into categories 
without specifying the type of it (Tripathy et al.,2016). 
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Figure 4 Machine Learning Approaches for Sentiment Analysis  

 

Supervised Learning  

 
Supervised Learning is a type of Machine Learning approach where the model is 

trained using the labelled data. The algorithm constantly learns using the training 

data tweaking and altering the weights. In NLP task Supervised Learning 

Algorithms are used more oftenly because of its high accuracy (Tripathy et al., 

2016). The most popular supervised learning used for sentiment analysis are: 

 
Support Vector Machine Support 

 

 Vector Machine (SVM) is one of the most popular supervised learning algorithms 

implemented for sentiment analysis (Moraes et al., 2013). SVM’s have shown 

great accuracies in many NLP tasks including Sentiment Analysis. The primary 
task of SVM is to create the best hyperplane or boundary that best divides the 

data into classes so that we can place the unknown values in future and 

categorize it with at most precision. SVM selects the extreme points or vectors 

that aid in the formation of the hyperplane. Support vectors are the extreme 

instances, and the algorithm is called a Support Vector Machine. Consider the 

example shown in Figure 5 which shows maximum margin hyperplane which best 
separates class 2 and 1 
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Figure 5 Support Vector Machine Classifier  

 Table 4 has tabulated results of various proposed methods using Support Vector 

Machine along with their results. SVM has shown some remarkable performance 

in Sentiment Analysis giving accuracies as high as 90 percent. 

 

 
Naïve Bayes 

Naïve bayes is a probabilistic classifier which uses Bayes theorem for solving 

classification problem (Murphy et al ,.2006)The conditional probability of 

occurrence of X given the individual probalities of X and Y and conditional 
probability of occurrence of event Y. It is presumed that features are independent 

in this case. Naïve bayes is preferred when there is a small training data available.   

 
P(X/Y) =P(X)*P(Y/X) / P(Y)                                                                                        (3) 

 

For finding the sentiment of the text the equation may be rewritten as: 
 
P(sentiment/text) = P(sentiment) * P(text/sentiment) / P(text)                                (4) 

Where,  

Table 4

 

No. Dataset Algorithm  Dataset size Result 

[18] Movie, book, product 

 review 

SVM-

Unigram 

2000 each 

domain 

84.2%  

Fscore 

[19] Twitter tweets SVM (c=0.01) 1000 tweets  89.365%  

Accuracy  

[20] SemEval 2015 Task 11 Linear SVM 110,000 tweets 83.4%  

Accuracy 

[21] Turkish Twitter data RF+SVM 3000 and 10500 86.4%  

Accuracy 

[22] NLPCC2014 emotion analysis evaluation 

task 

CNN-SVM 10,000 88.8% 

Accuracy 
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P (sentiment) = probability of sentiment  

P(text/sentiment) = probability of text classified as a sentiment  

P(text) = probability of occurrence of text  

 
Logistic Regression  

 

Logistic Regression is a type of regression analysis used for Classification tasks. 

Logistic Regression is widely used for binary classification tasks (Wright et 

al.,1995). Logistic regression gets the ratio of odds when there are more than 

single explanatory variables. The key benefit is that it eliminates confusing effects 
by examining the relationship between all variables. The probability of an 

outcome by logistic regression is given by: 

 

p(Yi) = 1 / (1+ e^(-b0+b1X1i)                                                                                                        
(5) 
 

where,  

p(Yi) = probability that Y is 1 or True for case i e= constant (2. 72..) 

 b0 = Constant (estimated from data)  

b1= b-coefficient (estimated from data)  

Xi = input or observed value of X for case i  
 

Tree Based Algorithms 

 

 Tree based algorithms are a common supervised learning approach where the 

target variable is decided by building a tree like structure. Tree based algorithm 
use gini impurity or information gain to decide the root node which best divides 

the data and further nodes are calculated using the same method. There are 

many algorithms available to build a decision tree such as ID3 (Jin et al.,2009) 

CART, C4.5, C5.0 (Hssina et al, 2014) etc. Decision Tree algorithm is seen to 

suffer with high variance even though it has a low bias. Random Forest is a 

popular alternative which uses bagging technique and uses multiple trees and 
soft votes or hard votes to aggregate all the decisions and arrive at a final 

decision. In recent times, boosting techniques like adaboost (Hastie et al., 2009), 

gradient boost (Ke et al., 2017) and XgBoost (Chen et al.,2016) have shown good 

accuracies in lot of classification tasks. 

 
RNN 

 

Recurrent Neural Networks popularly known as RNN’s is an interesting type of 

Neural Network used for text data or sequential data (Mikolov et al., 2010). 

Recurrent Neural Networks are commonly used in NLP, image captioning, 

language translation, speech recognition etc. In vanilla Neural Network the inputs 
and outputs are independent of each other, but in RNN’s the current step is 

dependent on the previous step as the output from previous step is fed as input 

step in current step. As the RNN’s uses previous prior time stamp information is 

used to forecast the current time stamp, ensuring that previous information is 

used and acting as memory by remembering certain sequence information. The 
fundamental drawback of a typical Recurrent Neural Network is that it suffers 

from vanishing and exploding gradient descent (Zhou et al., 2019), making it 
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unable to remember very long-term dependencies in the sequence. Recurrent 

Neural Network has been widely used in various NLP tasks including Sentiment 

Analysis and have proven to be great choice by giving good accuracies when 

trained on enough data. 

 

Table 5  

 
LSTM and BI-LSTM  

 

Long Short-Term Memory or LSTM originated as a replacement for an RNN that 

did not have to deal with vanishing and exploding gradients like RNNs do. LSTMs 

have gates that tell them what information to remember, what information to 

send to the next time step, and what memory to forget from the past. LSTM’s have 
4 gates cell state, input gate, output gate along with a forget gate. They are one of 

the most widely used models due to their capacity to forget and retain needed 

information. In most NLP applications, an RNN cell is substituted with an LSTM 

cell. The biggest disadvantage of utilising an LSTM is that it takes a long time to 

train and consumes a lot of processing resources. In addition, the input must be 
passed consecutively. Bi-LSTMs have recently been used in practically all NLP 

(Zhou et al., 2019), use cases since they not only fix the shortcomings of RNNs, 

but they also employ past and next time step information to anticipate the 

current time step, as we transmit the sequence in both forward and backward 

directions. LSTM and BI-LSTM are being used as substitution for RNN from a long 

time as there are lot of advantages of them over an RNN. Sentiment Classification 
(Shoryu et al,.2021; Muhammad et al,2021) and Aspect identification (Gandhi 

No. Dataset Algorithm  Dataset size Result 

[38] Product reviews Tree bank and fuzzy 

opinion mining 

model, naïve bayes 

2000 product 

reviews 

58.58 

Accuracy 

[39] Twitter Naïve bayes multi 
label 

39,095 tweets 
of Purdue 

university 

55.19 
Accuracy 

[40] Twitter (KFC and 

McDonalds 
related) 

Maximum Entropy 14,000 

Tweets 

78% 

validation 
Accuracy 

[41] StockTwits data 

for 5 companies 

logistic regression -

TFIDF 

175,000 # of 

tweets with 

sentiment 

Avg 60% 

Accuracy 

[42] BBC news 
dataset 

lexicon based 
approach 

2225 articles NA 

[43] Facebook posts K means Clustering 1000 87% Recall 
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and Attar, 2020; Kumar and Abirami S, 2021). are some popular tasks LSTM and 

BI-LSTMs are used for.  

 

Transformer Networks 
 

 In the year 2017, Google Brain researchers, in collaboration with Google 

Research and the University of Toronto, published “Attention is all you need,” a 

paper that transformed NLP applications. This model is a stack of encoder and 

decoders that include self-attention layer, multi-headed attention layer, 

normalizations, and feed forward layers. The inputs are word embeddings and a 
position vector that describes the input sequences positions, and unlike other 

models that accept serial inputs, the inputs can be delivered in parallel. Self-

attention is calculated for each token in the encoder component using a query 

vector and key-value pair. This is done numerous times and piled on top of each 

other to generate a multiheaded attention layer that is passed to the feed forward 
layer. The model has six encoder layers and six decoder layers. The two vectors 

Key and Value are sent from the encoder to the decoder. The decoder layer is 

made up of three layers: the first is the self - attention layer, which is followed by 

a normalization layer that is identical to the encoder layer, and the second is the 

encoder decoder attention layer. A feed forward network with a linear and a 

SoftMax layer is used to construct an output vector using the output self-
attention and the input from the encoder. Sequential output is produced by a 

transformer network, for improved outcomes, there are few skip connections or 

residuals present in both encoder part and decoder part. The key benefit is that 

because Transformers do not use recurrence, they do not suffer from vanishing or 

exploding gradient problems, and also, they are faster and inexpensive to train. 
Transformers and attention networks are widely being used in Sentiment Analysis 

(Naseem et al,.2020) to map out sentiment words and to find Aspects (Javdan, S. 

and Minaei-Bidgoli,2020) in Aspect Based Sentiment Analysis which is one of the 

emerging and most widely used variant of Sentiment Analysis. Pre-trained 

networks are already available for transfer learning which ensures fast training 

and good accuracy (Zhang et al., 2020). Table 5 has tabulated results of various 
methods proposed by researchers for sentiment analysis using various Machine 

Learning algorithms. The results are as high as 99 percent when Random Forest 

and Bagging technique was used on twitter tweets. 

 

Conclusions 
 

Sentiment Analysis being one of the hot topics for researchers across the globe 

has caught attention of AI/ML/NLP researchers. Lots of Machine Learning (ML) 

and Deep Learning (DL) algorithms are being applied on text data to extract 

useful information. Sentiment Analysis is a process of extracting of Opinion and 

orientation of the author or user through his review or text data. There is wide 
variety of Algorithms available in ML that can be applied for SA. All the algorithms 

are discussed and results of previous works have been tabulated. Survey paper 

has also discussed various approaches for Sentiment Analysis using various Deep 

Learning approaches. In this survey paper, we tried using Flowcharts and tables 

for cogent understanding of all approaches. Future scope includes using other 
approaches like Transfer learning and hybrid models to build more complex 

models for complicated tasks like aspect extraction and sentiment classification. 
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Using Pre-trained models like BERT and GPT’s also have a good scope in tweaking 

models to perform sentiment analysis. 
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