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Abstract---Thyroid diseases are instigated due to disparity in 

production of hormones –TSH, T4 and T3. Most of the patients of 

thyroid dysfunction go untreated due to late detection or no detection 

at all. Machine learning based models for detection of thyroid diseases 

offer a significant assistance to healthcare. The medical history of the 
patient supplies the features required by machine learning based 

classification and prediction models for thyroid dysfunction. The aim 

of this research paper is to acquire a classification model based on 
machine learning techniques for assessment of euthyroidism, 

hyperthyroidism, and hypothyroidism among males, females, and 

children. Different machine learning classification algorithms such as 
naïve bayes, decision tree, random forest and logistic regression are 

used for classification of real data. The accuracy of each of the 

techniques has established using metrics like precision, recall, 
specificity and sensitivity. A thyroid dataset has been retrieved from 

two hospitals in Haryana from January 2020 to July 2020 to train the 

proposed model. The dataset comprises of medical history of 539 

thyroid patients including children, men, and women of various ages. 
Out of 539 patients screened, 163 have irregular TSH, 138 have 

prevalence of elevated TSH with 376 having minimal TSH elevation. 

Young girls predominantly suffer more as compared to other strata of 
patients from Thyroid disorders. This paper classifies thyroid disease 

and compares machine learning algorithm among each other for 

predictive thyroid disease and finds the best accuracy among them.  
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Introduction  

 

The thyroid gland is an imperative organ of humanoid which is located in the 
throat underneath eminence of thyroid cartilage also named the Adam's apple. 

The gland of thyroid releases two vital hormones produced from the iodine of the 

food consumed – Triiodothyroinine (T3) and Thyroxine (T4) which participates in 
regulating body’s metabolism [12]. Too high or too low production of T3 and T4 

hormones may cause severe disorders. Thyroid Simulating Hormone (TSH) is 

produced by hypothalamus, a gland in brain, which signals pituitary gland of the 
brain to administer the production of T4,T3 hormones. When T4, T3 levels are 

lowest and production needs to be increased, endocrine gland releases more TSH. 

When T4,T3 levels are highest the endocrine gland slows down the production by 

supplying less amount of TSH to thyroid gland.   
 

Abnormality in thyroid gland’s functions or structure results in medical attention. 

The symptoms attribute to increased or decreased concentrations of plasma of 
hormones, is known as hyperthyroidism and hypothyroidism respectively. 

Cardiovascular disorders involve an extreme thyroid condition, hypertension, 

hyper cholesterol levels, clinical depression, and infertility. [6] The second-largest 
disease in the endocrine world that may lead to a patient is endocrine thyroid 

gland disorder located on the cervix [4].  

 
Diagnostic revelations regarding thyroid disease are of major concern for medical 

science. Along with the medical procedures to determine the thyroid disease, 

machine learning also plays a pivotal role. Machine learning enables probabilistic 

models to enhance the accuracy of disease determination. Efficiency of machine 
learning based classification models is directly proportional to the thoroughness 

of its training using training data set. Medical history of the patient including 

physical specifications (Age, Weight etc.), symptomatic record (anxiety, racing 
heart, weight loss, bulging eyes etc.) and diagnostic laboratory outcomes (blood 

test report, ultrasound report etc.) are commonly used as features for training the 

model. [5] Trained a machine learning based classification model has following 
variables as features – Serum, Age, Name, Total thyroxine (T4),Total 

triiodothyronine (T3), TSH (4th Generation) from a dataset of 539 benign thyroid 

nodules.  
  

Related Work 

 

Jayatilake et al reviewed and compared machine learning tools for disease 
prediction in healthcare. The article covers numerous machine learning 

techniques for decision making which fall in one of different classes of machine 

learning i.e. reinforcement learning, unsupervised learning and supervised 
learning. Paper further emphasises and institutes the fact with significant 

statistical evidences that detection of disease at early stage lessens the treatment 

overhead and amplifies the recovery rate in various critical diseases like breast 
cancer, lung cancer, heart diseases, diabetes etc. Even in COVID-19 pandemic 
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situation, artificial intelligence played a vital role at various fronts of COVID 

management. 
 

Kashyap et al predominantly studied machine learning based prediction and 

classification models for thyroid diseases. Authors represent a comparative 
insight of accuracy of Artificial Neural Network (ANN) based models and decision 

tree based models using confusion matrix. ANN gives better accuracy than 

decision tree based classifiers.   

 
Thyroid disease fallouts in huge impression on health if not detected in advance 

[Min Hu et al]. In Japan only 450,000 patients suffering from thyroid are getting 

treatment against 2.4 million total patients. The classification model based on 
machine learning proposed by Min Hu et al has mediocre performance with 

hypothyroidism as compared to hyperthyroidism due to undergoing levothyroxine 

treatment for patients with hypothyroidism. Levothyroxine treatment may affect 
the routine laboratory values. 

 

Priyanka et al conducted a survey among young females from rural as well as 
from urban areas in Bangalore to study thyroid dysfunction. The medical history 

of women aged 18 to 30 years was acquired from two hospitals – Boring and Lady 

Cruzon Hospital. Authors used IBM SPSS software to classify the data collected 

from hospitals and concluded that young women are more prone to suffer from 
thyroid dysfunction. Table 1 mentions significant work done by several 

researchers in the field of ML based disease prediction for thyroid dysfunction. 

 
Table 1 

Prediction of thyroid disease based on ML techniques  

 

Sr. 

No 

Author 

details 

Publication Journal Technique 

Used 

Learning and 

Training 
Dataset  

Result 

(Classificatio
n / 

Prediction 

Accuracy)  

1 Kashyap et 

al(2021)  

International 

Journal of Creative 
Research Thoughts 

(IJCRT)   

o ANN 

o Decision 
Tree 

Thyroid 

dataset from 
UCI machine 

learning 

repository 

ANN-97.1% 

DT- 93.7% 

2 Duggal et. al 
(2020) 

International 
Conference on 

Cloud Computing, 

Data Science & 

Engineering 

o Support 
vector 

machines 

o Naïve Bayes 

o Random 
forest 

Thyroid 
dataset from 

UCI machine 

learning 

repository 

SVM-92.92% 
NB- 74.37% 

RF-78.21 

2 Pal et. al 

(2020) 

Indian Journal of 

Public Health 

Research and 
Development 

o Random 

forest 

o J48 

Thyroid 

dataset from 

Github UCI 
and 

pathology 

RF- 97.59% 

J48- 99.12% 



 

 

7555 

3 Chaubey et. 

al (2020) 

Natl. Acad. Sci. Lett o K-nearest 

neighbours 
o Decision 

tree 

o Logistic 
regression 

Graven 

Institute in 
Sydney, 

Australia, 

uploaded to 
the UC-Irvin, 

knowledge 

discovery 

KNN-

96.875% 
DT- 87.5% 

LR-81.25% 

4 Tyagi et al 

(2018) 

International 

Conference on 
Parallel, Distributed 

and Grid 

Computing(PDGC-
2018) 

o Support 

vector 
machine 

(SVM) 

o K-NN 
o Decision 

Trees 

Thyroid 

dataset from 
UCI machine 

learning 

repository 

ANN- 

97.50% 
SVM -

99.63% 

KNN-98.62 
DT-75.76% 

 

Problem Descriptions and Justification 

 
Based on the study of literature in the field of machine learning in thyroid disease 

prediction, plausible conclusions can be:   

 

(1)  The extent of work done in this direction is significantly less. 
(2)  Several patients suffering from thyroid dysfunctions may go untreated due 

to late or no detection. Therefore, early detection of thyroid disease 

alleviates the burden of treatment along with fastened recovery. 
(3)  Machine learning based detection models for thyroid disease are 

 rominent add-ons in healthcare.  

 
The above takeaways from the study of previous work in the same field drives to 

propose a classification model for thyroid dysfunction based on machine learning 

algorithms – random forest, logistic regression, naïve bayes, support vector 
machine, k-nearest neighbor, and decision tree.  

 

Thyroid Detection Using Machine Learning 
 

The machine learning deployed in healthcare usually suffers from biases and 

errors. The objective is to avoid it. Machine learning models are not programmed 

to do a particular task but it is designed to learn how to do it. Therefore, a 
resilient dataset for training and testing is required. Depending on the training 

data, the machine learning algorithm deployed in the model will do classification. 

The complete process of learning based model for classification at abstract level is 
as follows: 

1.  Medical history data of the patient is sustained. 

2.  The data is processed to adapt it into usable format and unsought things 
are pruned.  

3.  Substantial features are selected which will participate in classification. 

4.  The model is tested on training data. 
5.  Trained model is tested on testing data and accuracy is estimated. 

6.  Until the accuracy meets predefined threshold, step 4 and 5 are repeated. 



         7556 

 
Figure 1: Abstract Machine Learning Based Model  

 

The model is abstract because it does not reveal the algorithm used for 

classification. Here are several ML based algorithms for classification such as: 
 

Logistic Regression   

 
Logistic regression is part of Machine Learning classification algorithms used to 

classify disease using probability prediction of categorical target variable. The 

probability is calculated as follows: 
P (y_i=C_j│X) =1/ (1+e^ (-(β_0+β_1 x))) 

Where, P(y_i=C_j│X) is the probability of i-th observation belonging to target class 

C_j, y_i is the target value of i-th observation, X is the matrix of all observations, 
β_0 and β_1 are learning parameters and e is Euler’s number. β_0+β_1 x is also 

known as Sigmoid Function. 

 

Decision Tree Algorithm 
 

Decision tree is a classification technique which is basically represented as a 

binary tree. The process starts at the root node. Each level corresponds to one 
particular feature. The leaf nodes contain the decision (Class) [25]. The purpose of 

a Decision Tree is to build a training model that can use to predict the value of 

the target variable or class by learning simple decision rules inferred from prior 
data(training data)[26].   
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Figure 2: Example of decision tree 

 

Naïve Bayes  

 

Naïve Bayes classifier is suitable for huge dataset with high dimensionality [S 
Vijayarani]. It is a probabilistic model for classification.  

The probability of data record x having the class label C_i is: 

P (C_i│x) = (P (x│C_i) P (C_i))/ (P(x)) 
In the given input dataset the class label C_i with largest conditional probability 

value determines the class of the sequence. [27] 

 
Random Forest Algorithm 

 

A random forest algorithm based classifier which conglomerates several decision 
trees built over sub-samples of the dataset and the decision rests on the average 

of each decision tree. The accuracy is improved significantly and over-fitting of 

data is controlled. It is a supervised learning technique and forest refers to 
collection of trees (decision trees). Random forest has significant usage in the field 

of healthcare. [2]. 

 

Proposed Algorithm 
 

Classification process is carried out on the features extracted from medical 

history of patient put in a dataset. The dataset is mostly not inapt for direct use 
in classification model. Some values in the dataset can be noisy, incomplete, 

ambiguous or missing for some features. Therefore, data cleaning is an integral 

step in machine learning algorithms. Outcome of data cleaning phase is cleaned 
dataset of its features bear perfect values but all of them may not be required for 

classification process. Only most significant and sufficient features are opted out 

from the dataset which participate in classification process. The dataset is further 
split into two categories – with treatment and without treatment. The data of 

Passed in subject 1 

Yes 
No 

Passed in subject 2 Passed in subject 2 

Yes 
Yes 

No No 

Pass Fail Fail Fail 



         7558 

patients who went through treatment is put in with treatment set and the model 

is trained over it. The model is tested and trained over without treatment dataset 
also. 

 

 
Figure 3: Framework of machine learning 

 

Proposed Classifier Algorithm 

 Load the required library files. 

 Load Dataset 

 Clean Dataset by removing missing values 

 Select best features for classification 

 The dataset is split into two partitions viz. patients with treatment and 

patient without treatment. 

 Effect of Treatment is calculated as follows: EOT=E[Y_i (1)-Y_i (0)] 

 Where, Y_i (1) represents patients with treatment, 

 Y_i (0) Represents patients without treatment. 

 Fit() Function is used for training data into model. 

 Entropy is calculated as follows: 𝐸 = −∑𝑖=1 𝑁𝑝𝑖𝑙𝑜𝑔2𝑝𝑖 
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Where, p_i represents proportion of patients which belong to i-th class. 

The above algorithm is developed as a machine learning based model. In the 

experiments, it is established that the proposed algorithm has training accuracy 

near to 94%. 
  

Material and Methods 

 
Description of Dataset  

  

Instead of using synthetic dataset available at various online sources like Kaggle, 
in this paper real dataset thyroid disorder is acquired from two hospitals in 

Haryana from January 2020 to July 2020 to train the proposed model. The 

dataset comprises of medical history of 539 thyroid patients included children, 
men, and women of various ages. Out of 539 patients screened, 163 are having 

irregular TSH, 138 are having prevalence of elevated TSH with 376 having 

minimal TSH elevation. TSH levels were low in 25 of the participants in the study. 

Table 2 gives Meta information about the dataset and dependent/independent 
variables. Age, TSH, T3, TT4, and T4U were constant independent variables in the 

thyroid dataset, which had 8 independent variables. Table 3 represent selected 

features for our model. 
 

Table 2 

Representation of thyroid dataset variable 
 

Source Description 

Sample Size Total= 539      
Hypothyroidism=  138      

Hyperthyroidism=   25 

Euthyroidism= 376 

  Dependent Variables 

Hypothyroidism Production of Hormone is to little 

Hyperthyroidism Production of Hormone is too much 

Euthyroidism The state of normal thyroid function 

                 Independent Variables 

T3 Triiodothyronine Stimulates the metabolism 

T4 Thyroxin produced by thyroid gland 

TSH Thyroid Stimulating hormone pituitary hormone 

 

Table 3 

Features and domain of their values 

 

Feature Values 

Name Nominal 

Age Continuous 

Sex 0,1 

Married  Continuous 

TSH Continuous 

T3 Continuous 

T4 Continuous 
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Type 1,2,3 

Class 3,2,1 

 

 

 
Figure 4: Dataset attributes 

 
Inclusion and Exclusion Criteria 

 

Men, women, and children who were able to participate without medical 
complications were included in the analysis. Men, women, and children who were 

severely sick were not permitted to partake. 

 

Performance Measure 
 

The predicted class of an object fall into various categories – False Positive (FP), 

False Negative (FN), True Positive (TP) and True Negative (TN). Table 4 Represents 
a confusion matrix to represent the understanding of TP, TN, FP and FN. False 

positive implies that the patient does not have thyroid disease, but has thyroid 

disease.A false negative means that the patient is unlikely to have thyroid disease 
and does not have thyroid disease. True positive implies that the patient has 

predicted thyroid disease and actual thyroid disease.  

True negative means that the patient does not have thyroid disease and does not 
predict thyroid disease. 

Table 4 

Confusion matrix 

 

   Actual Class 

 
 Has thyroid disease 

Does not have 

thyroid disease 

Predicted 

Class 

Has thyroid disease True Positive False Positive 

Does not have thyroid 

disease 
False Negative True Negative 

 
Accuracy: Accuracy of classification is the paramount expectation of from the 

model. Accuracy simply denotes the extent of correct assessments out of total 

assessments. Equation ___ specifies accuracy. 
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Accuracy=(Correct assessments)/(Total Assessments)=(TP+TN)/(TP+TN+FP+FN)       

(__) 

Precision: Precision is the proportion of positive comments predicted to be 

accurately predicted is the ratio of positive comments to total predicted. Precision 
(a.k.a. positive predicted value) is a quantity of the proportion of patients 

identified by classifier to have the disease, actually have had the disease. 

Precisely, ‘the probability that a patient being actually sick if diagnosed as sick by 
the classifier’. 

Accuracy=TP/(TP+FP)    

For example, if precision=1, it means that all patients diagnosed by the classifier 
really had the disease. 

Recall (Sensitivity): Recall is the proportion of correctly predicted positive 

observations out of total positive observations. In general, it points the finger 

towards the positive cases classified as negative (False Negative) cases by the 
classifier. Precisely, ‘Probability of a sick person being identified as sick by the 

classifier’. 

Recall=TP/(TP+FN) 
Specificity: Similar to recall, ‘Probability of a healthy person being identified as 

healthy by the classifier’.           . 

Specificity=TN/(TN+FP) 
F1 score: The harmonic mean of Precision and Recall is F1-score. 

F1 Score=2/(1/(Precision (P))+1/(Recall (R)))=2*(P*R)/(P+R) 

 

Result and Discussion  
 

The proposed algorithm is implemented using python 3 (libraries used Skylearn, 

pandas, Numpy). Recall, specificity, precision, accuracy, and F1 scores are used 
as performance metrics to compare efficiency of proposed algorithm with other 

trivial classification algorithms mentioned in section 4. This research categorizes 

these diseases into appropriate categories such as hypothyroidism, 
hyperthyroidism, and normally based on the value of T4, T3, and TSH. The 

proportion of dataset used for testing and training are 20% and 80% respectively. 

This proportion applies to both categories of dataset. 

 
The performance measure metrics mentioned in previous section are used to 

determine the effectiveness of the proposed algorithm. As compared with 

traditional classification algorithms the results are– Random Forest, Decision 
Tree, Naïve Bayes, and Logistic Regression. 
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Figure 5: Performance metrics of various classifiers 

 

 
Figure 6: presents a performance of various classifiers projected through 

performance metrics 

 
It is obvious from the above figure that the proposed algorithm has precision 

almost 86% which is better than Decision Tree, Logistic Regression and Naïve 

bayes and is equal to Random Forest. Recall represents the probability of an 
object being put in the proper class. It is evident from the figure 6 that the 
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proposed algorithm is better than Random Forest Classifier, Naïve Bayes, Logistic 

Regression, and equals Decision Tree.  

 

F-1 score of the proposed algorithm is 0.96 which is better than Random Forest 
Classifier, Naïve Bayes, Logistic Regression, and is equal to that of Decision Tree. 

The proposed algorithm beats all four traditional classifiers in terms of accuracy. 

By the above analysis it is established that the proposed algorithm successfully 
classifies the patients to their correct classes with the accuracy of 94%. 

 

Conclusion  
 

Thyroid disease diagnose primarily revolves around three hormones T3, T4 and 

TSH. Disordered balance of these hormones results in various types of thyroid 
diseases. Along with diagnostic data corresponding to T3, T4 and TSH, the 

medical history of the patient which contains symptomatic data is also used by 

proposed algorithm for diagnostic classification. The performance of proposed 

algorithm is compared with well-established traditional classifiers like Random 
Forest Classifier, Logistic Regression, Naïve Bayes and Decision Tree. The 

algorithm has been tested on the real data collected from various hospitals and 

through surveys. Less but significant features are chosen for classification by the 
proposed algorithm so that the patient does not have to go for too many check-

ups. Precision, recall, F-1 score and Accuracy are used as performance metrics. 

The proposed algorithm beats LR, NB and DT classifier in precision (0.96). Recall 
(0.97) of proposed algorithm is better than LR, NB and DT classifier. F-1 score 

(0.96) of the proposed algorithm is better than LR, NB and DT classifier. The 

proposed algorithm accuracy is 94% which is improved than all four traditional 
algorithms. 
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