Image steganography based on LSB using various scanning methods in spatial domain
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Abstract---Data security plays a vital role in the field of Information Technology. Cryptography and Steganography methods are widely used to enforce security efficiently. In Spatial Domain, many steganography methods are available such as LSB, PVD etc. These existing methods always suffer from the quality, security trade off. In this paper, we proposed an enhanced LSB method to deal with such tradeoffs. The proposed method achieves the goal by employing variable embedding patterns and the results with optimized PSNR, MSE and entropy values evidently show that the quality and security are well balanced by the proposed method.
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Introduction

In this fast generation world, data transferring from one end to another is not accessible. Cryptography algorithms [1] are used to solve these issues in the early stage, but ethical hackers easily compromised these methods. After the cryptographic algorithms, a new ideology was introduced as steganography [2] to take care the data security. The model of steganography is shown in figure 1.
The steganography method has a very long history with different variations [3]. It has been utilised in ancient Greeks in a different version, two decades before this technology slowly entered into digital era and produced the several types as follows in figure 2.

Digital steganography is classified into five different ways: text, image, audio, video, and network protocol [4]. These five variants are utilised as data carriers. The text-based steganography method is comparably easy to drive with another four ideas, but this method is easily eve-dropped by any hacker. The highly non-compromised process is a network protocol based steganography [5]. The other three methods are used in a very often manner. In this field of research, for data security, more budding researchers have produced their new views on the image, audio, and video files as data carrier [6]. Every research article has its view and new developing part, so it has a long-life span when compared with cryptographic algorithms. In the era of the cryptographic algorithm, the developers were in very few numbers, but the users were in large numbers. Nowadays, every user is able to create their own algorithms. In these three predominant areas, image files as a carrier file are focused much more than the others [7]. The image steganography model is easier to implement their ideas [8] comparatively. The audio and video files complex when compared with the image files. This paper also specially focused on the image steganography model. There are many more unique models available under steganography method. The proposed method uses the traditional LSB method for data embedding.
The secret data bits were embedded into the least significant bit position of the pixel value of the input image [9]. The primary reason for that is, if it is embedded into the LSB, it may affect significantly less in numbers; either it goes plus or minus of one or two in numerals [10]. It may only affect the output image quality in a minor difference [11]. If the same data insertion happens in the MSB bit in the image pixels, the changes in the pixel value are substantial in numerals, so it affects the quality of the image in the worst way. Table 1 shows the LSB & MSB bits. Due to the above valid points, all the conventional LSB algorithms only used the least significant bit [12]. Generally, the LSB methods are used to insert the personal data into image in their pixel value in a sequential manner, so these methods are easily eve dropped by anyone [13]. To overcome the common issues in the LSB methods, the proposed method is embedding the secret data differently; it has been clearly explained in the following section.

### Background studies

Image steganography is classified into two domains: spatial and frequency. In the frequency-domain, there are many mathematical differential formulas used to insert the data bits into the carrier image [14]. In this case, the image is compressed from the original size to a minimal one so the user can embed one image into another one. The transformation formulas are used to do the same. These methods are executed in discrete structures; they use various algorithms are named Cosine transformation, Fourier transformation and Wavelet transformation [15]. The transformation above plans DFT serves better than the other models [16]. In the case of spatial domain, it works in a different way to compare with transformation domain, it embeds the data forum in pixel values of the carrier image. The standard methods in the spatial domain are LSB & PVD [17]. In LSB, the secret data embeds in the least significant bits [18]. PVD methods insert the data bits based on the difference between the pixel values [19]. The spatial domain can embed more data with minimum distraction in the image [20]. The LSB methods data insertion tenacious taken by stego-key. LSB method for data insertion uses different ideas as follows: The authors [18] have proposed that the data embedded in the edge area in the image because the positions of the edges showed huge difference between the two pixels. [21] Wang, Zhi Hui proposed a new ideology swarm scanning that was used to embed the private data bits into the carrier picture. In the spatial domain, they proposed a mathematical interpolation model in LSB substitutions [22]. The interpolation ideas are implemented in the transform domain, the authors implemented the same method into the spatial environment, it produced a positive result. [23] uses the reverse encrypted image files to insert the secret data bits.

The main objective of the image steganography method is to improve image quality as much as possible with a high payload. If it produces low-quality images, it can be identified easily. To attain this motto, plus or minus 1 LSB
model is introduced with nominal payload [24]. Sarreshtedari approaches in a statistical way to insert the data into an image. Qazanfari, Kazem [25] improved the conventional LSB models with their ideas named LSB + identify the good pixels to embed more data. This method can embed more bits in random pixels in the image. J. Zhang and D. Zhang [23] got their idea in solving the puzzle, the same logic was implemented in their paper. Multilevel data encryptions are done in the works [26] the plain text is converted into cipher text with cryptographic algorithms, then it is converted into bits embedded into the image [27]. If an intruder hacks and gets the data in the middle of sender and receiver, the sender sends the encrypted data so the intruder cannot access the secured data.

Proposed method

The conventional LSB steganography methods insert the data bits into carrier image pixel LSB. The proposed method works as follows; select the carrier image size in a 256 x 256 or 512 x 512 based on the secret message needs. The proposed method gives four different scanning methods to the user named as follows; a. row-major scanning, b. column-major scanning, c. in spiral scanning, and d. out spiral scanning and it denoted by binary bits 00 / 01 / 10 / 11 respectively. Figure 3 and Table 2 depict the same.

<table>
<thead>
<tr>
<th>1 2 3 4 5 6 7 8 9 10</th>
<th>1 2 3 4 5 6 7 8 9 10</th>
<th>1 2 3 4 5 6 7 8 9 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 19 18 17 16 15 14 13 12 11</td>
<td>12 13 14 15 16 17 18 19 20 21</td>
<td>21 22 23 24 25 26 27 28 29 30</td>
</tr>
<tr>
<td>21 22 23 24 25 26 27 28 29 30</td>
<td>31 32 33 34 35 36 37 38 39 40</td>
<td>41 42 43 44 45 46 47 48 49 50</td>
</tr>
<tr>
<td>40 39 38 37 36 35 34 33 32 31</td>
<td>51 52 53 54 55 56 57 58 59 60</td>
<td>61 62 63 64 65 66 67 68 69 70</td>
</tr>
<tr>
<td>41 42 43 44 45 46 47 48 49 50</td>
<td>51 52 53 54 55 56 57 58 59 60</td>
<td>61 62 63 64 65 66 67 68 69 70</td>
</tr>
<tr>
<td>51 52 53 54 55 56 57 58 59 60</td>
<td>61 62 63 64 65 66 67 68 69 70</td>
<td>71 72 73 74 75 76 77 78 79 80</td>
</tr>
<tr>
<td>61 62 63 64 65 66 67 68 69 70</td>
<td>71 72 73 74 75 76 77 78 79 80</td>
<td>81 82 83 84 85 86 87 88 89 90</td>
</tr>
<tr>
<td>71 72 73 74 75 76 77 78 79 80</td>
<td>81 82 83 84 85 86 87 88 89 90</td>
<td>101 99 98 97 96 95 94 93 92 91</td>
</tr>
<tr>
<td>81 82 83 84 85 86 87 88 89 90</td>
<td>101 99 98 97 96 95 94 93 92 91</td>
<td></td>
</tr>
<tr>
<td>(a) Row major scanning</td>
<td>(b) Column major scanning</td>
<td>(c) In spiral scanning</td>
</tr>
<tr>
<td>100 99 98 97 96 95 94 93 92 91</td>
<td>100 99 98 97 96 95 94 93 92 91</td>
<td></td>
</tr>
<tr>
<td>65 64 63 62 61 60 59 58 57 56</td>
<td>55 54 53 52 51 50 49 48 47 46</td>
<td>36 35 34 33 32 31 30 29 28 27</td>
</tr>
<tr>
<td>66 65 64 63 62 61 60 59 58 57</td>
<td>54 53 52 51 50 49 48 47 46 45</td>
<td>37 36 35 34 33 32 31 30 29 28</td>
</tr>
<tr>
<td>67 66 65 64 63 62 61 60 59 58</td>
<td>53 52 51 50 49 48 47 46 45 44</td>
<td>38 37 36 35 34 33 32 31 30 29</td>
</tr>
<tr>
<td>68 67 66 65 64 63 62 61 60 59</td>
<td>51 50 49 48 47 46 45 44 43 42</td>
<td>39 38 37 36 35 34 33 32 31 30</td>
</tr>
<tr>
<td>69 68 67 66 65 64 63 62 61 60</td>
<td>48 47 46 45 44 43 42 41 40 39</td>
<td>40 39 38 37 36 35 34 33 32 31</td>
</tr>
<tr>
<td>70 71 72 73 74 75 76 77 78 79</td>
<td>31 30 29 28 27 26 25 24 23 22</td>
<td>41 40 39 38 37 36 35 34 33 32</td>
</tr>
<tr>
<td>71 72 73 74 75 76 77 78 79 80</td>
<td>22 21 20 19 18 17 16 15 14 13</td>
<td>42 41 40 39 38 37 36 35 34 33</td>
</tr>
<tr>
<td>72 73 74 75 76 77 78 79 80 81</td>
<td>14 13 12 11 10 9 8 7 6 5</td>
<td>43 42 41 40 39 38 37 36 35 34</td>
</tr>
<tr>
<td>73 74 75 76 77 78 79 80 81 82</td>
<td>5 4 3 2 1 0 9 8 7 6</td>
<td>44 43 42 41 40 39 38 37 36 35</td>
</tr>
</tbody>
</table>

Figure 3. Scanning model

Table 2
Scanning model

<table>
<thead>
<tr>
<th>Scanning model</th>
<th>Binary equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>row-major scanning</td>
<td>00</td>
</tr>
</tbody>
</table>
The traditional LSB methods utilise RGB values to insert the data bits, but the proposed method has differed from the regular pattern. It offers five different embedding patterns to the user \{RBG / GRB / GBR / BRG / BGR\} and it is denoted in binary as follows \{000 / 001 / 010 / 011 / 100\}.

<table>
<thead>
<tr>
<th>Embedding pattern</th>
<th>Binary equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBG</td>
<td>000</td>
</tr>
<tr>
<td>GRB</td>
<td>001</td>
</tr>
<tr>
<td>GBR</td>
<td>010</td>
</tr>
<tr>
<td>BRG</td>
<td>011</td>
</tr>
<tr>
<td>BGR</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Encryption model</th>
<th>Binary equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triple DES</td>
<td>00</td>
</tr>
<tr>
<td>RSA</td>
<td>01</td>
</tr>
<tr>
<td>Blowfish</td>
<td>10</td>
</tr>
<tr>
<td>AES</td>
<td>11</td>
</tr>
</tbody>
</table>

The proposed method offers four different encryption models listed in Table 4 based on the user selection of the encryption model from Table 4. The hidden message text is encrypted into cipher text. In the second stage, it is converted into ASCII equivalent; finally, the secret message is converted into binary bits. Now it is ready to be embedded in the carrier image easily. The structure of the stego-key is 8 bits, and it is split as follows: 2 bits for scanning type, 3 bits allotted for data embedding pattern, encryption model needs 2 bits, and the final single bit assigned to k value. The stego-key is shown in Table 5 as follows;

<table>
<thead>
<tr>
<th>Scanning type (2 bits)</th>
<th>Data embedding pattern (3 bits)</th>
<th>Encryption model (2 bits)</th>
<th>Constant k value (1 bit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>00 / 01 / 10 / 11</td>
<td>000 / 001 / 010 / 011 / 100</td>
<td>00 / 01 / 10 / 11</td>
<td>0 / 1</td>
</tr>
</tbody>
</table>

Based on the secret message bit size, the constant k is determined in stego-key as follows; if the message bits can be sheltered in 256 x 256 size image, then the k
value is denoted as 0. Otherwise, it requires more pixels; then it chooses the 512 x 512 size image and assigns the k value as 1. The embedding procedure begins with choosing different values from the user based on the selections. After completing user selection and giving the k value, the embedding procedure starts as follows; initially, the constant k value is fixed based on the message bit size and the carrier image is selected as either 256 or 512 bits.

The second data embedding process begins with scanning the carrier image based on the user selection; the data embedding pattern has decided which method has been utilised to embed the bits in the cover image. Mainly the conventional LSB algorithms select the routine to embed the confidential data and the intruder can quickly identify the data without the sender and receiver knowledge. To overcome this issue, the proposed method uses a different type of embedding pattern, which is not an identical method. It gives good security to the confidential data bits at a higher level. The scanning method also differs from the conventional LSB methods; the proposed method offers four different scanning methods the user can select, strengthening the security at a higher level. The flow of the proposed method is pictorially clarified the same in Figure 4.

The above procedures were on the sender’s side. The final output of the process is stego-key and stego-image; it is transferred to another side through any transmission medium. Once the receiver gets the stego key and stego-image, they try to re-engineer the original message. The flow of the proposed method is explained with sample data in Figure 5.
The data recovery process on the receiver side works as follows. The stego-key reveals the complete secret information to the receiver side. Initially, it starts from backward. The k value is used to identify the size of the carrier image, then scanning type binary equivalent is identified the scanning type. Based on that value the stego-image is scanned. The embedding style of binary number is used
to determine the embedding pattern of secret information into the stego-image. Finally, the data encryption method number decrypts the message bits recovered from the stego-image. After the process is done, the original secret information is successfully received at the receiver end. The proposed method performance is compared with the conventional methods and is described in the following section.

Results and Discussion

The quality of the stego-image is the representation of the excellent steganography method. The stego-image is compared with the source image. The proposed method test the quality of the stego-image under the three different ways, they are listed as follows;

- Statistical model – Entropy method
- Peak Signal Noise Ratio – denoted as PSNR
- Mean Square Error – represented as MSE

Entropy

This model uses a statistical way to identify the texture value of the stego-image [28] is formulated as follows;

\[ H = - \sum_{i=0}^{2^N-1} P(S_i) \log_2 p(s_i) \]  \hspace{1cm} (1)

In the above equation (1) N - number of bits represent the symbol, \( P(S_i) \) – the probability of the symbol, and H – identifies the characteristic texture of the image.

Mean Square Error

It calculates the squared difference of the carrier image with the stego-image. The calculated MSE value is considered when it shows the varying minor differences; the steganography method is not a appropriate one[14][29]. The following equation (2) represents the same.

\[ MSE = \frac{1}{wxh} \sum_{r=0}^{w-1} \sum_{c=0}^{h-1} (CI(r,c) - SI(r,c))^2 \]  \hspace{1cm} (2)

In the above equation, w & h – represents the width & height of the source image, r & c denotes the row and column of the pixel matrix of the image, CI is referred to as carrier image and SI is known as stego-image.
**Peak Signal Noise Ratio**

This method is used to identify the noise ratio between the input image and output image of the proposed approach; the calculated value from equation (3) is only taken as an account when it produces the higher value [30]–[32].

\[
PSNR (db) = 10 \log_{10} \frac{(R)^2}{MSE}
\]

(3)

Figure 6 depicts the sample images used to test the proposed method in the size of 256 x 256 grayscale images. If the secret message can accommodate the 256 x 256, then k is assigned as 0. If size of message bits are more significant than 1,96,688, it uses the 512 x 512 and k is assigned as 1. Every image is a collection of pixels, and each pixel may vary in its colour. The colour value is between 0-255; it can easily represent the eight-bit binary number. The proposed method embeds the three-bit binary data in each pixel in the source image, the constant k value is calculated with following expression; number-of-bits = 256 x 256 x 3 = 1,96,608 / 512 x 512 x 3 = 7,86,432 based on this value, k is assigned either 0 or 1 in the structure of stego-key. The proposed method’s statistical analysis is depicted in table 5, and it uses eight different sample images of the same size. The private data is embedded into the carrier image in the size of 25,387 bits. The secret data can be accommodated in 256 x 256 grayscale images, and the sample images are listed in figure 6.

**Table 6**

Statistical analysis of proposed method

<table>
<thead>
<tr>
<th>Image name</th>
<th>Source image</th>
<th>Stego-image</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>G</td>
</tr>
<tr>
<td>Baboon</td>
<td>7.8457</td>
<td>7.7842</td>
</tr>
<tr>
<td>Peppers</td>
<td>7.3857</td>
<td>7.6658</td>
</tr>
<tr>
<td>Barbara</td>
<td>7.4892</td>
<td>7.4859</td>
</tr>
<tr>
<td>Lake</td>
<td>7.2756</td>
<td>7.2564</td>
</tr>
<tr>
<td>Cameraman</td>
<td>7.4321</td>
<td>7.4765</td>
</tr>
<tr>
<td>Plane</td>
<td>7.5234</td>
<td>7.5231</td>
</tr>
</tbody>
</table>

Table 6 clearly shows the minimal divergence between the source and stego images. The comparative analysis is done based on the random manner. The
illumination value of pair of pixels checked from the two images, one from the source image and another from the stego-image. These pixels are compared with R, G, and B values. The proposed method shows better results by testing the statistical entropy method with eight different sample images in the same size as 256 x 256. The sample images are listed in figure 6 and arranged clockwise left to right as follows:

- Baboon
- Lena
- Peppers
- Barbara
- Lake
- Cameraman
- City
- Plane
- Elaine respectively.

Figure 6. Testing sample pictures
The output of the proposed method depicts Table 7, and the proposed method compares with five conventional methods with two different parameters PSNR and MSE. The capacity slightly increased with the previous methods.

Table 7
PSNR & MSE value comparative table

<table>
<thead>
<tr>
<th>Image name</th>
<th>Proposed by</th>
<th>Capacity</th>
<th>PSNR</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baboon</td>
<td>Tasi et al.</td>
<td>25,402</td>
<td>49.92</td>
<td>7.41</td>
</tr>
<tr>
<td></td>
<td>Luo et al.</td>
<td>27,687</td>
<td>49.73</td>
<td>8.21</td>
</tr>
<tr>
<td></td>
<td>Kim et al.</td>
<td>21,965</td>
<td>49.63</td>
<td>7.91</td>
</tr>
<tr>
<td></td>
<td>Hong et al.</td>
<td>27,194</td>
<td>49.74</td>
<td>8.23</td>
</tr>
<tr>
<td></td>
<td>Tian et al.</td>
<td>28,688</td>
<td>48.28</td>
<td>8.01</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>29,453</td>
<td>48.41</td>
<td>7.02</td>
</tr>
<tr>
<td>Lena</td>
<td>Tasi et al.</td>
<td>26,507</td>
<td>48.77</td>
<td>7.53</td>
</tr>
<tr>
<td></td>
<td>Luo et al.</td>
<td>27,765</td>
<td>48.34</td>
<td>8.13</td>
</tr>
<tr>
<td></td>
<td>Kim et al.</td>
<td>22,765</td>
<td>48.43</td>
<td>8.02</td>
</tr>
<tr>
<td></td>
<td>Hong et al.</td>
<td>27,145</td>
<td>49.52</td>
<td>9.02</td>
</tr>
<tr>
<td></td>
<td>Tian et al.</td>
<td>28,678</td>
<td>47.23</td>
<td>8.91</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>29,721</td>
<td>48.76</td>
<td>7.02</td>
</tr>
<tr>
<td>Peppers</td>
<td>Tasi et al.</td>
<td>32,186</td>
<td>48.99</td>
<td>9.623</td>
</tr>
<tr>
<td></td>
<td>Luo et al.</td>
<td>33,783</td>
<td>49.8</td>
<td>8.934</td>
</tr>
<tr>
<td></td>
<td>Kim et al.</td>
<td>27,045</td>
<td>49.68</td>
<td>9.83</td>
</tr>
<tr>
<td></td>
<td>Hong et al.</td>
<td>24,758</td>
<td>49.87</td>
<td>8.34</td>
</tr>
<tr>
<td></td>
<td>Tian et al.</td>
<td>35,767</td>
<td>46.72</td>
<td>9.62</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>36,102</td>
<td>47.54</td>
<td>8.02</td>
</tr>
<tr>
<td>Barbara</td>
<td>Tasi et al.</td>
<td>36,361</td>
<td>49.63</td>
<td>10.34</td>
</tr>
<tr>
<td></td>
<td>Luo et al.</td>
<td>39,338</td>
<td>49.02</td>
<td>10.67</td>
</tr>
<tr>
<td></td>
<td>Kim et al.</td>
<td>30,764</td>
<td>49.22</td>
<td>11.92</td>
</tr>
<tr>
<td></td>
<td>Hong et al.</td>
<td>39,475</td>
<td>50.77</td>
<td>11.56</td>
</tr>
<tr>
<td></td>
<td>Tian et al.</td>
<td>37,568</td>
<td>49.46</td>
<td>11.67</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>39,623</td>
<td>50.02</td>
<td>10.49</td>
</tr>
<tr>
<td>Boat</td>
<td>Tasi et al.</td>
<td>25,788</td>
<td>48.92</td>
<td>11.45</td>
</tr>
<tr>
<td></td>
<td>Luo et al.</td>
<td>28,041</td>
<td>49.74</td>
<td>12.68</td>
</tr>
<tr>
<td></td>
<td>Kim et al.</td>
<td>22,480</td>
<td>49.63</td>
<td>12.62</td>
</tr>
<tr>
<td></td>
<td>Hong et al.</td>
<td>28,739</td>
<td>50.11</td>
<td>13.56</td>
</tr>
<tr>
<td></td>
<td>Tian et al.</td>
<td>28,875</td>
<td>49.53</td>
<td>12.97</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>29,754</td>
<td>50.12</td>
<td>11.04</td>
</tr>
<tr>
<td>Elaine</td>
<td>Tasi et al.</td>
<td>25,462</td>
<td>48.92</td>
<td>13.36</td>
</tr>
<tr>
<td></td>
<td>Luo et al.</td>
<td>27,687</td>
<td>49.73</td>
<td>13.95</td>
</tr>
<tr>
<td></td>
<td>Kim et al.</td>
<td>21,965</td>
<td>49.63</td>
<td>14.05</td>
</tr>
<tr>
<td></td>
<td>Hong et al.</td>
<td>27,194</td>
<td>49.74</td>
<td>14.38</td>
</tr>
<tr>
<td></td>
<td>Tian et al.</td>
<td>28,658</td>
<td>48.28</td>
<td>15.21</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>32,145</td>
<td>49.32</td>
<td>12.89</td>
</tr>
<tr>
<td>Cameraman</td>
<td>Proposed Method</td>
<td>23,783</td>
<td>51.87</td>
<td>15.34</td>
</tr>
<tr>
<td>City</td>
<td>Proposed Method</td>
<td>24,687</td>
<td>52.02</td>
<td>12.67</td>
</tr>
<tr>
<td>Plane</td>
<td>Proposed Method</td>
<td>27,145</td>
<td>48.56</td>
<td>15.84</td>
</tr>
</tbody>
</table>

Percentage-wise comparison = \[\left(\frac{\text{new value} - \text{old value}}{\text{old value}}\right) \times 100\]
Equation 4 calculates the difference between the proposed method value and the output of the existing method. The proposed method increases the payload gradually higher than the other methods. The stego-image was applied to the testing to find the MSE and PSNR value with equations two and 3, respectively. In Table 7, the image Baboon used to hide the data using the proposed method and the output is compared with the previous method outputs of MSE and PSNR. The proposed method hides the 29,453 number of bits into the carrier image. It increases the data size compared with the existing practices; the minimum value of 2 % and the maximum of 34 % on average come to around 13.44 %. The MSE value shows a massive difference from 5 % to 14 % on average 11 %. The PSNR values show minor difference while comparing with an existing model. The first parameter payload size increases in the proposed method and produces the similar equivalent number to the previous model. The payload value is proportionate to the output values MSE and PSNR, respectively. If the payload increases, the output values automatically increase, but the proposed method improves the payload size and produces a similar output compared with existing methods. The more significant value is accepted as a sound output of PSNR, but in the case of MSE, the smaller value is taken. The proposed method produces 48.41 for PSNR and 7.02 for MSE. Comparatively, the proposed method output MSE shows a good number than other methods. The PSNR shows the nearby values with the previous model.

In Table 7, the proposed method hides the 29,721 number of bits in the Lena image. It increases the data size compared with the existing practices; the minimum value of 3.63 % and the maximum of 30 % on average come to around 12.51 %. The MSE value shows a massive difference from 6.77 % to 22.21 %, an average 16.62 %. The PSNR values show a very minimal difference when compared with existing models. The proposed method produces 48.76 for PSNR and 7.02 for MSE. Comparatively, the proposed method shows the excellent output for the values. In Table 7, the proposed method increases the secret data bits to 36,102 in the Peppers image. While measuring up the data size with the previous models shows the minimum value of 0.9 % and the maximum of 12.92 % on average come to around 11.46 %. The MSE value shows an immense difference from 3.83 % to 18.41 % on average 13.41 %. The PSNR values show very minimal differences while comparing with existing models. The proposed method produces 47.54 for PSNR and 8.02 for MSE. Relatively, the proposed method yields an excellent value with this payload size.

In Table 7, the proposed method increases the secret data bits size to 39,623 in the Barbara image. While comparing the data size with previous models, the proposed method shows the increased value from 0.3 % to 28.79 % on average come to around 8.8 %. The MSE value shows an immense difference from 1.6 % to 11.99 %, on average 6.32 %. The PSNR values show a difference from 0.2 % to 1.6%, an average 0.4%. The proposed method produces 50.02 for PSNR and 10.49 for MSE. Relatively, the proposed method gives an excellent value with this payload size. In Table 7, the proposed method hides the 29,754 number of bits in the Boat image. The payload is increased as much as possible. Relatively, the proposed method shows impressive numbers as a result. The MSE value shows a massive difference from 3.58 % to 18.58 %, on average 12.49 %. The PSNR value shows the difference from 0.45 % to 1.19 on average 1.08 % better result than
existing models. The proposed method produces 50.12 for PSNR and 11.04 for MSE.

In Table 7, the proposed method hides the 32,145 number bits in the Elaine image. The payload is increased 23 % on average while compared with existing models. The MSE value shows a good result compared with all previous models, an average of 8.99 %. The PSNR value shows the minimal difference from 0.45 % to 1.19, an average 1.08 % better result than existing models. The proposed method produces 49.32 for PSNR and 12.89 for MSE. The proposed method produces outstanding results. The proposed method has also been tested with Cameraman, City and Plane images with different payloads 23,783, 24,687 and 27,145, respectively. The Cameraman produces the PSNR value of 51.87 and MSE value as 15.34. The city image results as 12.67 for MSE and 52.02 for PSNR. The Plane image with 27,145 data bits follows PSNR 48.56 and MSE as 15.84.

**Conclusion**

The main motto of the steganography model is to embed more data into the input image with minimal distraction, and the output is not to be traced by any intruder while transmitting from one end to another end. The proposed design in all the way gives better results with a high payload in all testing aspects. With the help of table 6 and above, the section clearly depicts that the proposed method achieved the goal successfully.
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