Analysis of patient health condition based on hybrid machine learning algorithm
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Abstract---In data mining, the classification methods are used to determine the relationships between the various objects of the interactions database. In this research, the objective is predominantly focused on the prediction of three types of functioning test level. The main purpose of the research work is to analyze human health condition, realised by fluctuation of specific ranges such as Bilirubin, Albumin, Prothrombin time (INR), Ascites, Encephalopathy, Bicarbonate, Calcium etc. It can improve the disease by taking medical diagnosis based on Apriori algorithm by generating rule for the most significant parameters of all three functioning test level. In this article, the experiment can be carried out by using a variety of different sizes of support count based on the association factor of attributes in the kidney and liver functional test data from a wide
range of patients. The goal of the experiment is to gain an understanding of the effect that the Apriori algorithm has on the amount of time it takes for the execution, the precision of the best rule discovered from the mining of frequent patterns, and the number of association rules that are generated. The efficiency of the algorithm is calculated based on different support counts and number of rule generation.
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**Introduction**

It is now possible for decision makers to make proactive, data-driven judgments by using a new powerful technique called data mining, which extracts predicted information from vast datasets. By using data mining to extract information from a data collection, it is possible to organise it in a way that will be useful in the future[1]. Analytical tools from data mining software are used to analyse data. Use this programme to analyse data from a variety of categories or dimensions and to summarise the links that have been discovered. In order to find recurring patterns and connections in a huge amount of data, data mining is essential. Computational approaches for detecting patterns in big data sets using Data Mining (KDD) will be used in conjunction with artificial intelligence, machine learning, statistics, and database systems (KDD). Nontrivial extraction of implicit data from databases also refers to previously unknown and possibly relevant information. Data mining in databases is usually referred to as "knowledge discovery." However, data mining is essentially a component of the process of discovering new information[2]. As part of the Knowledge Discovery in Database (KDD) process, which is an iterative process, data cleaning, often referred to as data cleansing, is performed. Integration of data from several sources, typically heterogeneous, may be done via the use of a single data source. Analyzing, deciding, and retrieving data from a collection is all part of the data selection process. Data transformation, often known as data consolidation, is the process of transforming chosen data into forms suitable for mining [3]. Data mining is an application that uses a particular algorithm to identify patterns in data. Data preparation, data selection, data cleaning, effective interpretation of mining findings, and the inclusion of relevant previous knowledge are just a few of the tasks that the KDD process adds to the list. KDD is a term used to describe the process of extracting usable information from large amounts of data. It involves an interpretation of the pattern to make decision and evaluation and possibly the task of what qualifies as knowledge and process as shown in figure.1
Evaluation analysis

Time-series data analysis, pattern matching, prediction, or clustering of time-related data and similarity-based data analyses and model regularities or trends, for objects whose behaviour changes over time are only some of the distinct features of data evolution analysis.

Pattern discovery

Both descriptive and predictive data mining include describing the broad characteristics of the current data, while the latter involves making predictions based on inferences drawn from the available data. Functionalities and the diversity of information they uncover influence the patterns that may be identified.

Characterization

User-specified class labels are used in data characterisation, wherein generic traits are summarised with regard to characteristic rules under the selection target class. Typically, data retrieval requires a query to the database [4]. Subsequently, the module is condensed by deriving the core of the data at successive abstraction levels.

Discrimination

Discriminate rules are generated by the comparison of the general characteristics of objects in two classes, referred to as the target class and the contrasting class, in data discrimination.
**Association analysis**

Analysis of the frequency of items appearing together in transactional databases, and the threshold of support and confidence for recognising the frequent item sets, is the goal of the association analysis [5]. When one item is included in a transaction with another, the confidence factor is used to determine the conditional likelihood of that item appearing.

**Classification**

For a certain class, classification analysis is a set of data that may be analysed. Class labels may be used to arrange the data that is needed for categorization. Typically, this strategy is employed in training sets where all objects are already linked with established class labels and a model is constructed. Each piece of information in a dataset is given a predetermined class or group via classification, a data mining approach. There are two stages to classifying data. To begin, a model may be constructed from a collection of characteristics using the data tuples in training data. An method for classifying input data yields the class label value for each tuple in the training set. Check the correctness of the model of the test data in the second phase of the classification process.. The model may be used to categorise the unknown data tuples if the model's accuracy is satisfactory.

**Clustering**

Clustering, like classification, is the extraction and formation of groups of data in different classifications [6]. As a result, this kind of categorization is referred to as "unsupervised classification." Intra-class similarity is one of a number of methods for maximising the similarity between items inside a single class. The goal of an inter-class similarity is to minimise the similarity between objects of various classes.

**Deviation analysis**

The examination of time-related data that varies over time is known as deviation analysis. Analyzing data via the lens of evolutionary tendencies allows us to characterise, categorise, or cluster data through time. However, the discrepancy between observed and expected values is taken into account and the source of deviations from predicted values is sought out. [7] A flexible and inclusive data mining system is consequently necessary, allowing for the finding of a wide range of information and at various levels of abstraction.

**Literature Survey**

The main illness's risk factors enable healthcare practitioners identify people at high risk of developing the condition. All health care providers have access to a large quantity of patient information. It is critical to analyse these datasets in order to get relevant information. The data mining technique is a valuable tool for analysing data and extracting meaningful information from the information contained within. Cardiologists have benefited from the use of data mining tools
to aid in the identification of the condition. Here are a few instances of how advanced data mining methods have been used to aid with illness detection. Some of the data mining approaches used in the medical literature review are discussed here. As a result, data mining is a cross-discipline endeavour that draws on a variety of expertise and approaches from a variety of fields. Different approaches from other fields, such as neural networks [8], fuzzy or rough set theory, knowledge representation, inductive logic programming or high-performance computing may also be utilised depending on the data mining strategy. The data mining system may also incorporate techniques from spatial data analysis, information retrieval, pattern recognition, image analysis, signal processing, computer graphics, Web technology, economics, business, bioinformatics, or psychology, depending on the types of data to be mined or on the specific data mining application. Figure 2. shows numerous criteria that may be used to classify data mining systems.

Classification according to the kinds of databases mined

You may classify a data mining system by the types of databases it extracts data from. There are a variety of ways to classify database systems (such as data models, or the sorts of data or applications involved), each of which may need its own data mining approach.

Classification according to the kinds of knowledge mined

It is possible to classify data mining systems by the sorts of information they mine (e.g., characterisation and discrimination, association and correlation analysis, classification, prediction and clustering) [8] based on their data mining functions. In general, a complete data mining system has several data mining capabilities, some of which may be combined together [9].

Classification according to the kinds of techniques utilized

According on the underlying data mining methodologies, data mining systems may be divided into several subcategories. Systems can be classified as
autonomous, interactive, exploratory, or query-driven, depending on how much user interaction is required, or by the methods of data analysis they employ (such as database-oriented or data warehouse–oriented techniques, machine learning and statistical methods, visual representations, pattern recognition, and neural networks, among others). Multiple data mining methods may be used in a sophisticated data mining system or a successful, integrated strategy that combines the advantages of a few distinct approaches.

**Classification according to the applications adapted**

Applications may also be used to classify data mining systems. Depending on the application, data mining systems may be customised for a variety of different fields. Application-specific techniques are often required for integration with various applications. Consequently, a general data mining system may not be suitable for mining tasks that are specialised to a certain area. Data mining systems are plagued by several issues and snares. Advances in data mining have formed the current data mining applications to manage a wide range of issues, thanks to a variety of approaches and techniques. When applied to a bigger database, a system that performs well on short training sets may behave quite differently. It’s possible that a data mining system to function well with clean training data, yet drastically degrade when the training data is contaminated with random noise. By giving it big datasets, machine learning can perform a wide range of jobs.

**The general machine learning framework**

Rather than being a single tool, machine learning is a collection of tools with varying strengths and shortcomings. It is through giving a model that acts as a learning framework that we enable computers to learn. To help you choose the right model for your machine learning application, scikit-learn (a collection of Python implementations of numerous machine learning algorithms and functions) has provided a guidance below. Knowledge of machine learning tools is an important part of becoming an expert [10]. The model should be built. Tune all important parameters for best performance after training the model on a dataset. Assess the model’s usefulness and effectiveness. Supervised learning refers to the process of teaching a computer to do a certain job by giving it input data with predetermined results. Spam filters may be trained by supplying an algorithm with a large number of emails that have been classified as “spam” or not spam. Unsupervised learning is the process of letting a computer run wild with a dataset and seeing what it comes up with on its own, with no guidance from the user. Because it takes time to classify datasets for training supervised models, unsupervised machine learning approaches are appropriate. Similarly, there’s semi-supervised learning, which uses a small amount of tagged observations together with a much larger set of unlabeled observations to train a model.

Regression and clustering methods may be used to categorise items in images, forecast the best price for the property to sell, and segment customers and markets. It is the science of making computers to behave without being explicitly programmed, which is called machine learning. Self-driving vehicles, realistic voice recognition, successful online search, and a much enhanced knowledge of
the human genome have all been made possible by machine learning in the last
decade. Today, machine learning is so widely used that you probably don't even
realise how many times you've been relying on it. Many AI researchers believe this
is the greatest path to human-level AI advancement. Primary goal is for
computers to learn on their own, with no human input, and then modify their
behaviour appropriately. The following are some examples of machine learning:
Unsupervised and supervised machine learning algorithms are typically referred
to as such.

In order to make predictions about the future, supervised machine learning
algorithms may apply what they've learned in the past to fresh data. With the use
of an existing training dataset, the learning algorithm constructs an inferred
function from which it may make educated guesses about the expected results.
The material utilised to train unsupervised machine learning algorithms is
unclassified and unlabeled. When data is unlabeled, unsupervised learning
investigates how computers might infer functions that describe a hidden
structure. Because they employ both labelled and unlabeled data, semi-
supervised machine learning algorithms sit somewhere in the middle of
supervised and unlabeled learning methods. Algorithms that use reinforcement
learning to interact with their environment and find faults or rewards are called
reinforcement machine learning algorithms. Reinforcement learning's most salient
features are trial-and-error searching and delayed rewards.

In [11] author's, A-priori and k-means algorithms were used to construct a heart
disease and renal failure prediction system. Her study employed A-priori and k-
mean algorithm for 42 variables to identify renal failure patient. A-priori and k-
means algorithms were used to analyse the data using machine learning
techniques including distribution and attribute statistics. Calibrating and ROC
plots were used to examine the data for accuracy. In [12] author's machine
learning methods such as Support Vector Machine [SVM] and Random Forest
[RF] were used in the presentation. These were used to examine, categorise, and
compare various kernels and kernel parameters in relation to cancer, liver, and
heart disease data sets. Random Forest and Support Vector Machine results were
evaluated for several datasets, including breast cancer, liver, and heart illness.
Results from several kernels were fine-tuned by carefully selecting and adjusting
various parameter values. The findings were analysed more thoroughly in order to
develop better methods for making predictions. As a consequence, various kernel
functions of the SVM classification approach yielded diverse results.

In [13] author's classification techniques like Nave Bayes and Support Vector
Machine may be used to predict renal illness. The primary goal of this study was
to identify the classification algorithm with the optimum combination of
classification accuracy and execution speed. The SVM outperforms the Naive
Bayes classification method, according to the results of the experiments. In [14] A
number of machine learning techniques, including Support Vector Machine
(SVM), Decision Tree (C4.5), and a Bayesian Network (BN), were addressed by the
authors in order to predict renal illness. There are 400 instances of Chronic
Kidney Disease Dataset from the UCI Machine Learning Repository. SVM is placed
second, but excels in classification time and accuracy. For classification and
prediction in the medical arena, C4.5 has shown itself to be a strong classifier in
terms of accuracy and the shortest execution time. In [15], Evaluation of clustering techniques using Indian liver datasets. To begin, we used data from the UCI Machine Learning Repository (ILPR) [15], which comprises 583 medical records and 10 diagnostically essential factors for each patient. The second batch of data includes 500 records for liver patients and 13 different characteristics. We've combined the two datasets and utilised 10 similar features to create 1083 records for the testing. It was found that k-Means, AGNES, DBSCAN, OPTICS, and EM were the best clustering algorithms for the Indian liver dataset, with high accuracy, low entropy, high purity and high f-measure, as measured by Accuracy, Entropy, F-measure, and Purity.

Proposed System

A decision tree may be built from the provided collection of characteristics. greedy technique that generates a decision tree by a sequence of locally optimal decisions concerning the qualities to be used for data partitioning, Medical diagnostic data may be efficiently and accurately classified using standard machine learning techniques. Glomerular Filtration Rate (GFR), serum test, amount of blood urea cretonne, uric acid, as well as liver function test under Child-Turcotte-Pugh Score may all be used to identify and diagnose kidney function issues. Figure.3 depicts the medical diagnosis of kidney function test data and liver function test data as a set of parameters Pre-processing is the process of converting numerical data into nominal data, which is then used in the classification process. Bagging with C4.5 algorithm; Hybrid method- AdaBoost; Bagging with random forest; C4.5 with 10 fold-cross validation; Attribute selection with C45 algorithm; Attribute selection with C4.5 algorithm.

![Frame work Architecture](image-url)
Using an Apriori algorithm, generate a rule for the most important parameters of all functional test levels, including the heart pump test, in order to evaluate the classification process’s correctness. With a support of 0.4 and a confidence of 0.5, the association rule is produced from frequently occurring item sets.

**APRIORI Algorithm**

To effectively count candidate item sets, Apriori makes advantage of breadth-first search. It builds k-item candidate sets from k-1-item sets. Then, it eliminates candidates who have a sub pattern that is seldom used. The candidate set comprises all common k-length item sets, according to the downward closure lemma. After that, it looks through the transaction database to see which of the candidates have the most common collections of items in their profile. An association rule generating process in the Apriori algorithm may be summarised as follows: one A little amount of assistance is provided in the first step in order to identify frequently satisfied item sets. Second: The requisite frequent item-sets and limitations are used to mine all association rules in the Second to determine the minimal level of confidence.

Apriori Algorithm Pseudo code procedure is give below:

```
Apriori (D, min_Sup) {//D: Database and min_Sup: minimum support F1= {frequent items};
for (i= 2; F(i-1) !=∅; i++)
{ Ck= candidates generated from Fk-1
//that is Cartesian product Fk-1 x Fk-1 and eliminating any F-1 size itemset that is not frequent
for each transaction D in database do{
INCREMENT the count of all candidates in Ck that are contained in D
Fk= candidates in Ck with min Support
} //end for each }
return ⋃ k Fk; }
```

As seen in the following pseudo code, Apriori's algorithm scans the database on a continuous basis. To effectively count candidate item sets, it makes use of a tree structure and a breadth-first search [16]. It produces candidate sets of items of length I from sets of items of length k 1 using this algorithm. Then, it eliminates candidates who have a sub pattern that is seldom used. Finally, every conceivable combination of frequently occurring item sets is identified until no candidate item is generated. For frequent item sets to be complete, it is necessary to have a downward closure property on the support. Prior candidate item sets are not filtered out by Apriori; rather, it aids in decreasing the number of candidate item sets that must be scanned. As a result, scanning a database takes longer[14]. It is not totally efficient to implement a procedure. An item set’s support supp(X) is defined as the percentage of transactions in the data set that include the item set, as shown by the equation Supp (X) = (Number of transactions that contain the item set X) / (total no. of transactions). It is defined as an estimate of the probability P(Y | X), the likelihood of finding the rule’s right-hand side in transactions if they also include the rule’s left-hand side.
Results and Discussion

The Apriori method may be used to generate the rules for the experiment analysis, and 500 training data can be used to generate 230 rule generations. In Figure 4, four candidate generation item-sets may provide 230 rule generations with a given support of 0.4. Figure 5 shows the rule generation as a percentage of confidence values ranging from 50% to 100%.
This is an experimental 500 training data set that may be used to analyse how patients' functional test levels vary over time by varying support counts, as illustrated in Figure 5.

Figure 4. Candidate generation of item

Figure 5. Rule generation found by different support count
It is possible to experiment with the run duration and accuracy of rule generation in MATLAB, as shown in Figure 6. A 120 nanosecond execution time is required for a 0.4 support count.

**Conclusion**

In this research work, an attempt is made to review the basic concepts of Data Mining tasks, Data Mining methods, Clustering Techniques, Issues in Data Mining, Research Challenges in Data Mining and Applications, Recent research achievements and Data Mining tools. The main purpose of the research work is to analyse the human health condition that can be realised by fluctuation of specific ranges such as Bilirubin, Albumin, Prothrombin time (INR), Ascites, Encephalopathy, Bicarbonate, Calcium etc. It can improve the disease by taking medical diagnosis based on Apriori algorithm by generating rule for the most significant parameters of all three functioning test level. The experiment can be carried out with a variety of support count sizes in order to gain a better comprehension of the effect that the Apriori algorithm has on the amount of time required for its execution, the precision of the best rule discovered from the mining of frequent patterns, and the quantity of association rules that are produced.
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