Time series forecasting for number of hospitalizations caused due to COVID-19 in the United Kingdom
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Abstract---Pandemics and epidemics have plagued humanity throughout history. The modern world faced one such devastating disease in 2019 called Coronavirus. As the world is still trying to recover from Coronavirus, an epidemic that might not see its end anytime soon. This study focuses on analyzing and predicting the future hospital admissions that arise due to Covid-19. For this study, the choice of country is the United Kingdom. The data has been procured from reliable internet sources to carry out all necessary experiments. The data set contains daily hospitalisations due to Covid-19 in the United Kingdom. To carry out the time-series forecasting, the predictive model is built using a special Recurrent
Neural Network, also known as Long Short-Term Memory (LSTM). The final model was built using a Stacked LSTM to predict the number of hospitalisations due to Covid-19 that may arise in the United Kingdom for the next twenty days from the last day of the dataset used. The results of this study show a clear indication that a spike in the number of hospitalisations may arise in the upcoming days.
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**Introduction**

Pandemics and epidemics have plagued humanity throughout history. From The Black Death to the Spanish Flu, these diseases have claimed millions of lives over the years. The modern world faced one such devastating disease in 2020 called Coronavirus or Covid-19 caused by the SARS-CoV-2 virus. The origin of this deadly virus is in Wuhan city of Hubei province, China [1]. Covid19 was declared a pandemic on 11 March 2020 by the World Health Organization (WHO). The pandemic brought forth a time of massive unrest and anxiety that was unheard of in the modern world. It brought the world to a standstill, and everyone was forced inside their homes. The virus claimed millions of lives as no vaccination was available in the early stages of the pandemic. The scarcity of hospital beds and equipment around the world was horrific to witness [21]. Countries and cities with high population density like China, India, the United States of America, the United Kingdom and Italy were affected most by the pandemic [17]. A sudden spike in the number of cases in a particular area can completely overwhelm the hospitals in that area. This has been seen worldwide over the past two years in countries, some of which are stated above.

During the pandemic, several factors have had an impact on whether Covid-19 cases will rise or fall in a country. These factors include the effectiveness of vaccines over time, government policies, and different variants of the virus. 2021 has seen many new variants of Covid-19 and the effectiveness of vaccines such as Pfizer, Moderna and Oxford-AstraZeneca against these new variants has been a big question among researchers. Lawmakers around the globe have responded to these sudden surges in cases by stocking up on equipment and resources in advance, many countries around the world also authorized the use of foreign vaccines in the wake of a new spike in Covid-19 cases, but the uncertainty about the actual number of patients that will need professional care in the future undermines any efforts made by the governments. Recent studies have also claimed that SARS-CoV-2 has resulted in many possible mutations, namely Alpha, Beta, Gama, Delta and Omicron.

Countries with high population density like India suffered most during subsequent waves of Covid-19. The government was not prepared for such a mammoth surge in cases around the country. The strain on hospitals around India, many such countries with underdeveloped health infrastructure and high population density, were unforeseen and people were left without basic healthcare
facilities like - oxygen cylinders, ventilators, basic medicines and numerous lives were lost in this period of time.

Many researchers have tried to predict future spikes in the number of Covid-19 cases, which have been used to estimate the shock and severity of a supposed spike in cases(also termed as Waves) that people and governments could expect. There is another angle with which this could have been looked at, and that is the number of Hospitalizations each day that occurred specifically due to Covid-19. This is similar to predicting the mortality rate of ICU patients [8]. This way, looking at the problem can help analyse the number of Hospitalizations that may arise in the future. In this study, a deep learning-based predictive approach to forecast Covid-19 hospitalizations in the United Kingdom is proposed. The dataset taken is a day-by-day count of hospital admissions due to Covid-19. This is critical for creating a time series (using daily data). RNN based long short term memory (LSTM) variants to design the proposed mode are utilized to build a working model. The variant of LSTM used in this study is Stacked LSTM.

The remnant of the study is organized as follows:

Section 2 puts forward a comprehensive literature review of previously available studies regarding the Corona Virus and its impact in the United Kingdom, Deep Learning for Time-Series Analysis, and why LSTM(Long Short-Term Memory Networks) are better suited for Time-Series data and their advantages over Recurrent Neural Networks. In Section 3, different steps taken to carefully curate a working model are talked about, which includes, but are not limited to, the Dataset, any preprocessing techniques which were used to normalize said data and the proportion in which the dataset is distributed for further evaluation of the model metrics, this section further discusses the architecture of the proposed model which produced the best results. Section 4 discusses the outcomes of the proposed experiment with all possible evaluation metrics. Section 5 concludes this study with discussions over the limitations, possible scope of improvement along with most important learnings which came from this study.

**Related Literature**

The novel coronavirus outbreak was declared a pandemic by the WHO on 11 March 2020. Ever since it has infected millions of people in 188 countries. The studies of Zhang R. show that airborne transmission especially through the nascent aerosols is highly virulent and represents the dominant route for the transmission of the disease [18]. Multiple patients were left with lasting effects after recovering from Covid-19. The most common aftereffects observed post recovery from Covid-19 were hair fall, lung diseases, joint pain and sleep problems [10].

A series of data that occurs in successive order over a period of time is called time series. Previous studies by Sourabh Shastri show that time series forecasting of Covid-19 data produces encouraging results [15]. The study mentioned above prognosticates the confirmed cases of Covid-19 in India and the United States of America. The focal point of this study was to analyse and predict hospital admissions due to Covid-19, this was facilitated by Recurrent Neural Networks
(RNN) and Long Short Term Memory (LSTM) Networks. RNNs are a class of neural networks that allow previous outputs to be used as inputs while having hidden states, the research by Zachary C. Lipton on Recurrent Neural Networks shows that they are especially useful when working with sequential data like a time series, the reason for this conclusion is that by feeding the previous output as the next input RNNs are able to remember the information of the recent past [9].

In this study[7][20], the author discusses and further shows with experiment how RNN can store a lot of previous information for a short time which makes training more complicated for certain applications. But, since Recurrent Neural Networks suffer from the Vanishing Gradient problem, RNN based models are unable to model long term dependencies which is why LSTM was introduced. Long Short-Term Memory units (LSTM) are a special type of RNN that deal with the vanishing gradient problem encountered by traditional RNNs. Traditional RNNs can only remember recent information but when the interval between a piece of information when it is encountered and when it is needed becomes large RNNs become obsolete. This conclusion was shown in the studies of Steven Elsworth[6].

In their study [2][22][23], A Comparative Study and Analysis of Time Series Forecasting Techniques, the authors discuss how time series forecasting plays an important role in business decisions, even in today’s time of machine learning and deep-learning heavy methodologies. The importance of predicting future data based on historical data is expressed, with an assumption that some similarities within data will repeat themselves over time. Time series forecasting is an old problem, and the purpose of this study according to the authors, is to present previously developed methods for different time-series datasets and to compare their results in a collective study. The authors have compared results for the following methods best suited for Time-series forecasting: Regression method, Stochastic approach, Soft computing techniques namely RNNs, and Fuzzy logic forecasting.

The research article by Zhou and Kan [21], examines the impact of the year-long measures due to Covid-19 in the U.K. on different Socio-economical groups of people living in the U.K. during the pandemic. This study focuses on the impact created by the three lockdowns imposed by the government of the U.K., and how different measures such as social-distancing and work from home policies had a different scale of impact on people from various social groups.

**Proposed Model**

**Data distribution**

In this paper, the dataset of confirmed hospital admissions due to SARS-CoV-2, this way, looking at the problem which is commonly known as the novel coronavirus or Covid-19, in the United Kingdom is taken into consideration. The Dataset of the United Kingdom is taken from Our World in Data Org. Our World in Data is an online forum that focuses on tackling problems the world has faced over centuries and working towards solving them collaboratively. Dataset considered in this study consists of data from 28-03-2020 to 14-10-2021 in
chronological order with corresponding new hospital admission on that particular day are shown in Table 1.

Table 1. Hospital bed occupancy on a Daily-basis in the UK.

<table>
<thead>
<tr>
<th>Date</th>
<th>Beds Occupied</th>
</tr>
</thead>
<tbody>
<tr>
<td>28-03-2020</td>
<td>8278</td>
</tr>
<tr>
<td>29-03-2020</td>
<td>9525</td>
</tr>
<tr>
<td>30-03-2020</td>
<td>11093</td>
</tr>
<tr>
<td>31-03-2020</td>
<td>12597</td>
</tr>
<tr>
<td>01-04-2021</td>
<td>13637</td>
</tr>
<tr>
<td>02-04-2020</td>
<td>13875</td>
</tr>
<tr>
<td>03-04-2020</td>
<td>15546</td>
</tr>
<tr>
<td>04-04-2020</td>
<td>17502</td>
</tr>
<tr>
<td>05-04-2020</td>
<td>18855</td>
</tr>
<tr>
<td>06-04-2020</td>
<td>19493</td>
</tr>
<tr>
<td>07-04-2020</td>
<td>20234</td>
</tr>
</tbody>
</table>

The data shows hospital admissions in the United Kingdom due to Covid-19. The admissions being considered are new for new patients and do not include the previous days' patients. The study of new hospital admissions is crucial in today's world as a sudden spike in Covid-19 related cases can put a country's entire healthcare system in chaos. Thus, providing a way for predicting the number of hospital beds required in the future can be very useful. It opens the door for people to be better prepared for situations like these and can also be vital for procuring essential pieces of equipment beforehand.

The graphical representation of confirmed hospital admissions in the United Kingdom is given below. This representation is a necessary piece of information to visualize the ups and downs, and the in-general trends of hospital-bed occupations in the United Kingdom, which are almost synonymous to the various spikes in covid-19 cases which were observed throughout the year. As observed from the graphical representation of the hospitalisations due to Covid-19 in the United Kingdom, the trend of hospitalisations is random and has no standard order or pattern. But despite the randomness of the data, it is clear from its representation the rise and fall in the number of hospitalisations due to Covid-19 in the UK. This anomaly poses a special challenge as it gives very little information for the model to learn from. The most efficient way to analyze this data is a time series forecasting technique [2].
Figure 2. Graphical representation for the Hospital-bed occupancy due to Covid-19 in the UK

Data preprocessing

Data Preprocessing is a technique used to transform raw data into useful information that the machine learning model can understand. The advantage of Data Preprocessing is that it improves the generalization of the model. Data preprocessing generally includes the following steps[14]:

1. Data cleaning: Data cleaning involves dealing with missing data and noisy data.
2. Data Transformation: Data Transformation is carried out to modify data in a suitable format.

In this experiment, the normalization is done using MinMaxScaler, a library of sci-kit-learn in Python. The MinMaxScaler performs a mathematical operation on each of the values in the dataset[11]. For each value in the dataset, it subtracts the minimum value and then divides it by the range (i.e. the difference between the maximum and the minimum value in the data set).

The formula gives the transformation: 

\[ X_{std} = \frac{(X-X_{min})}{(X_{max}-X_{min})} \]

After transformation, the dataset is split into a training set and test set. The training and test set are in the ratio 80:20, respectively. This split is crucial as we need two different sets to train the model and test the results. The ratio of 80:20 is used because the larger the size of the training set the better the performance of the model will be.

Model Description

Recurrent Neural Networks, in short known as RNNs, are an extremely important class of the Deep-learning methodology that is generally used to find correlations
in a time series. Recurrent neural networks work best when the present state depends on previous information[7]. It is a special type of neural network where the output of the previous state is fed as an input to the next state. Recurrent Neural Networks are most commonly developed and used for the tasks that fall under:

(1) Sequence Generation
(2) Sequence Labelling
(3) Sequence Classification

RNN works very well with sequential data such as a time series because of its internal memory [4]. The internal memory allows it to remember important things from the information it receives as input [12]. This allows it to make accurate and precise predictions of the future [19]. These features allow RNN to form a deep understanding of sequential data and its context [8]. The Recurrent Neural Networks have a feedback-loop, the representation of the same, along with the interpretation of an uncoiled RNN can be viewed through Fig 3. and Fig 4. respectively.

Figure 3. Graphical interpretation of a RNN cell with its feedback loop

Figure 4. Graphical interpretation of an uncoiled Recurrent Neural Network
LSTM stands for Long Short Term Memory, and it is a special type of recurrent neural network. It is capable of learning order dependence in sequential data[13]. The problem with RNN is that as the gap between a piece of information and the place it becomes relevant or is needed to make a future prediction grows, it is unable to learn to connect the information. This is called the long-term dependency problem[16]. The solution to this problem is LSTM. The default behavior of LSTM is to remember information for a long period of time[9]. The internal architecture of an LSTM cell can be viewed in Fig 5. The LSTM architecture has many mutations, but for the purpose of this experiment, the choice of stacked LSTM gave the best results. A stacked LSTM is a result of vertically stacking multiple layers of LSTM to increase the model complexity[5]. And it is observed that deep RNNs perform better than shallower ones. A graphical representation of the stacked LSTM architecture can be viewed through Fig 6.

Figure 5. Graphical representation of the internal architecture of a single LSTM cell.
**Experiment and Results**

The experiments were conducted on Google Colaboratory using python 3.0 with Python libraries like Pandas, Numpy and Keras. The experimental setup is based on a working environment having Intel(R) Core (TM) i5-9400 CPU @ 3.00GHz with 8 GB RAM under 64-bit Windows 10 Operating system. Time series forecasting of Covid-19 hospitalisations is modelled using Stacked LSTM. These models are used to recognise hidden patterns in time series data. During each epoch, the model first analyses the data for the first twenty days in the data frame and generates a prediction for the twenty-first day. It then considers this predicted output for the day and its actual value and skips the first day in the twenty-day window for further steps in the algorithm. Eventually, it creates a new twenty-day window. The model then repeats the same algorithm, generating output for the next twenty-first day (the twenty-second day from the start of the data frame) until it reaches the end of the data frame. The model was trained on 100 epochs, and the loss per epoch graph is given below. The model was trained on 100 epochs, and the loss per epoch graph can be viewed in Fig 8.

![Loss per epoch plot](image)
On running our model for future predictions, we found that the trend for hospital admissions in the United Kingdom due to Covid-19 will rise in the next 20 days. The results of which can be viewed in the plot present as Fig 8.

![Figure 8. Model predictions for the next 20 days](image)

**Conclusion**

The aim of this study was to build a Time-Series Forecasting model based on Deep Learning approach, namely the Long Short Term Memory Networks to predict the expected number of hospitalizations that may arise due to Covid-19 and its possible mutations. As can be seen from the experiment results, the hospitalisations due to covid-19 will rise for the next 20 days or so in the United Kingdom. Necessary steps must be taken in order to avoid any unpleasant situation. According to the forecasted findings, the number of hospitalisations in the United Kingdom due to Covid-19 could reach over 9,000 by the next 20 days. The United Kingdom has done a commendable job of vaccinating its population, but as seen in some other countries, Covid-19 cases have previously seen a rise in number[3]. The number may not be as alarming as seen earlier this year or last year, but it unquestionably cannot be ignored.
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