Image-based classification of healthy and diseased bell pepper using the transfer learning method
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Abstract---The bell pepper is a fruit that is often misunderstood as a vegetable due to its usage. The plant which grows bell pepper grows for about three to six feet. These plants do not require intensive care but some necessary steps have to be taken to increase the productivity of the plant. Plant diseases like bacterial spots can heavily affect growth. The consequences of such diseases can be reduced if they’re detected in their early stages. This research aims the comparison of two Deep Learning (DL) models which were
developed using VGG-16 architecture and the AlexNet. For training and testing the efficiency of the models, images of the bell pepper plant’s leaf are obtained from Kaggle. This data acquired further undergoes some pre-processing techniques like resizing and rescaling to reach the desired format. The cleaned data is then split into three divisions. One of them is used to train both DL models and the second one is used to validate the models. The last part is used to test the accuracy and loss of the two models. In the end, the accuracy and loss of both the models are compared and the results are tabulated. With the obtained results, two graphs are generated for better understanding. From the results, the best algorithm which can be used to detect bacterial spot disease for bell pepper plants is identified.
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**Introduction**

Plant diseases are a major threat to farmers. These diseases not only damage the growth of the plant but will increase its intensity drastically. If a plant is affected by a bacterial disease, it has to be found and eradicated as soon as possible. If the disease was not detected in its early stages, there are a lot of chances for the plant to die due to the disease or heavy reduction in the yield. Bell pepper is a type of plant which is well grown when it is treated well with biofertilizers and only less amount of water is used [1]. But somehow farmers and other agriculturists have some basic knowledge about plant diseases while people who are interested in gardening but don’t have professional knowledge about gardening and agriculture can struggle with these diseases. The pandemic situation caused by the coronavirus has simulated the urge in various indoor activities like painting and gardening even in urban areas [2]. Bell pepper is a plant that is widely grown in many parts of the world as it does not require much maintenance. Thus, bell pepper plants will always be on the top plant list for home gardeners. The plants can also yield bell pepper fruits which are widely used in a variety of cuisines. This disease is caused by a bacteria named Xanthomonas. It can result in defoliation of the plant and the formation of black spots on the leaves and fruit. This disease can be treated by the removal of other vegetable debris from the pot. This process has to be repeated periodically to ensure the rest of the plant is not affected by bacterial spots. But the problem arises when the owners of the plants were not aware of the fact that the plants were affected. To address this issue, this study attempts to create the best DL model that can be employed to indicate the existence of bacterial spots in bell pepper plants using images of the leaf.

**Literature Survey**

Researchers of the Kyambogo University of Uganda reviewed the consequences of the bacteria Xanthomonas in various plants. Many Xanthomonas phages have been used as agents that are used for the bio controlling process. for Xanthomonas species, as per the review. The bulk of them have so far been
recognized as belonging to the order Caudovirales, and they are lytic to a wide variety of host strains. They also suggested that, even though little investigations on this part of biology have been conducted, more investigation is warranted to fully understand their life cycle. In a variety of outdoor conditions, the Xanthomonas bacterium can lower illness severity or restrict bacteria development. More study is required when they convert to commercial goods to capitalize on the seemingly limitless potentials of Xanthomonas phages for several Xanthomonas-related plant ailments [3]. According to the research done by the researchers from the University of Florida, it’s become clear that there isn’t enough research on the caused chemical changes that both insects and diseases are attacking the host plant at the same time. According to their findings, both the bacterial infection, as well as beet armyworm damage, can create a broad variety of pepper plant volatile profiles when it is used on a single host. They observed that, regardless of compatibility, third instar survival to pupation was considerably more when eating on diseased crops than when feeding on healthy crops [4].

The analysis of the images of leaves to find the type of plant disease is not a new technology. Several types of research have been done in the identification of various plant diseases using the images of leaves. One of them states that Digital image analysis methods are helped in agriculture for a multi-purpose, including vigor diagnosis, vegetation measuring, phenotyping, and more. The diseased picture attributes in the localized image, such as spots and damage to the leaf region, give the keys to distinguishing healthy photos from sick images, which may be easily obtained via Fisher vector extraction. Using the Support Vector Machine (SVM) approach, they were able to attain average accuracy of 0.93 and 0.97. Overall, the categorization approach provided by them outperforms state-of-the-art techniques [5]. The detection of antimicrobial illnesses in bell pepper plants was studied by a group of researchers from the Universidade Federal de Viçosa in Brazil. They also suggested that peptide discovery be aided by statistical testing in large protein databases. Peptides are very small compounds [6]. The researcher used the YOLO-V5 algorithm to determine the type of plant disease affecting bell pepper plants. Their system effectively detects bacterial spots in pepper plants in the preliminary steps itself. When compared to other models, the findings produced with YOLOv5 are more accurate. Results are produced faster since the comparative training time using the YOLO algorithm is just 9.5 percent of the prior model using YOLOv4. As a consequence, the technology detailed in their study produces faster and more accurate findings than prior versions of YOLO and is suited for improving farm productivity by detecting and diagnosing plant illnesses [7].

Convolutional Neural Network (CNN) using the VGG-16 architecture was utilized by researchers from India’s Visvesvaraya Technological University to classify rice illnesses. Using the VGG-16 architecture, they were able to obtain greater accuracy of 92.24%. Researchers in the field of computer-assisted farming and agriculture should take note of these findings, which look promising. Because the study examines more datasets than previous studies, the suggested approach experimental findings are satisfactory. Their method may be used in many agricultural fields like the growth of cereals, horticulture crops, commercial crops, vegetables, fruits, etc. [8]. Another group of researchers from India’s Visvesvaraya
Technological University used automated algorithms to diagnose viral and bacterial sickness signals in plants based on how they looked. They were effective in recognizing and classifying the symptoms of the plant disease using their methods. For overall mean classification and computation time, they found that the SVM classification classifier aided by the co-occurrence-based color moments technique outperformed the ANN and CNN classifier. The findings are encouraging because they explain the differences in symptoms between viral and bacterial illnesses. Their method might be used to detect plant disease symptoms in a range of plant crops automatically [9]. Researchers from The University of Sheffield in London used a DL system called AlexNet to restore and identify merged images. Their research yielded integrated frameworks for image restoration and recognition that perform both tasks simultaneously. A combined framework is made up of common layers, categorization layers, and restoration layers. The AlexNet architecture was used in the first layer of their inquiry. They also put the photographs through their paces with occlusion, noise, and rotation, among other image degradation factors. Finally, the collaborative frameworks they propose aren't restricted to the application in question; they may be used for a range of image recognition/restoration jobs and could use several inner network architectures [10].

**Materials And Methods**

This chapter discusses the methods which were used in this research with the help of a workflow diagram. A dataset containing the images of both healthy and bacterial spot-affected leaves of the bell pepper plant is obtained from Kaggle. The total dataset is divided into three parts training, testing, and validation. The dataset is then preprocessed for further analysis. This preprocessing step includes resizing and rescaling the images into a certain format so that it will be easy to proceed with the further steps. The entire process of disease prediction in a bell pepper is explained in figure 1. As shown in figure 1, the processed images are then fed into two DL models and the models are trained using the images. The models are then validated and tested. After testing, the model with higher efficiency based on the two parameters – accuracy and loss are chosen as the best algorithm that can be used to detect bacterial spots of the bell pepper plant.

![Workflow of the disease detection](image)
Data And Its Preprocessing

This chapter discusses how the data was collected and split for train, validation, and test purposes. The preprocessing techniques which were used in the images will also be elaborated on in this chapter.

Data Collection

A dataset consisting of 4000 images of the leaf of the bell pepper plant is collected from Kaggle. From the 4000 images, half of them are the images of the healthy leaf while half of them were the images of leaves affected by bacterial spots. The difference between the two leaves can be clearly understood by referring to figure 2. Out of the 4000 images, 2800 images were used to train the DL models, 800 images were an aid to validate and 400 images were employed to test the models which were developed using VGG-16 and AlexNet. The detailed split-up of the obtained images was shown in table 1.

![Fig. 2. Classification of Bell pepper leaves](image)

Table 1. Split-up of images

<table>
<thead>
<tr>
<th>Data Sample</th>
<th>Bacterial Spot</th>
<th>Healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>Train</td>
<td>1400</td>
<td>1400</td>
</tr>
<tr>
<td>Validate</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>Test</td>
<td>200</td>
<td>200</td>
</tr>
</tbody>
</table>

Image Resizing

Image resizing is the process of altering the dimensions of all the photographs in a dataset so that they are all the same size. It is necessary to reduce the weighted average distortion energy of all handles to resize the image [11]. The total number of pixels in an image can be increased or decreased when resizing it. When an image is zoomed or extended, picture resizing guarantees that image quality is preserved.
Image Rescaling

The rescaling or resampling procedure is used to create a new version of an image with a different size. These procedures aren't quite flawless, as it turns out. Certain researchers also use rescaling to consider the interdependencies among the channels [12]. This is a challenging procedure that requires a delicate balance of sharpness, efficiency, speed, and smoothness. Another key advantage of picture scaling is the ability to remove unwanted image portions.

DL Model Construction

This chapter clearly explains what is a DL model. Along with that, it also explains how a DL model is constructed by developing VGG-16 architecture and AlexNet architecture. A DL model is a computer-generated classification system for photos, texts, and even sounds. Various DL methods can be used to create this DL model. CNN, radial basis function networks, recurrent neural networks, transfer learning, and other techniques are among them. In this research, two DL models which were developed using the VGG-16 architecture and the AlexNet architecture are used.

VGG-16 Architecture

The VGG-16 architecture uses the transfer learning approach to train the DL model. VGG-16 has several advantages, including the fact that it is a pre-trained model that does not require a lot of training and testing. The VGG-16 model has 16 layers, thirteen of which are convolutional and three of which are completely linked. The topmost layer and the bottommost layer are the only two levels that may be adjusted to meet the user's needs. As a result, it does not need substantial training, testing, or validation, making it an easy algorithm to use [13]. In this case, the model is trained in such a way that it can identify the images containing leaves of the bell pepper plant which were affected by bacterial spots.

AlexNet Architecture

AlexNet Model is an eight-layer CNN with 5 convolutional and 3 fully connected (FC) layers. It's a pre-trained model that doesn't require much in the way of validation or training. Alexnet's major purpose is to prove that learning-based features may be defeated by created features, shattering the visual object's previous model. To extract the most characteristics from the photographs, utilize the max-pooling layer. The AlexNet architecture is used in various fields of technology including medicine [14]. Several convolution processes are utilized in photographs of bell pepper leaves. Edges, curves, and lines are among the characteristics that have been recovered. The collected important features are sent via FC layers, which summarize all collected characteristics into best features, and the CNN classifier produces a final image with a single dimension that can be used for classification [15].
Result And Discussion

This chapter debates the observation results and also compares the pros and the cons of both the DL models. Two DL models were developed using the VGG-16 architecture and the AlexNet architecture. Once the models were developed, they are trained, validated, and tested. The test results are then analyzed based on some performance metrics. The performance metrics include the accuracy and loss values provided by the models during training and validation.

Another parameter named the time taken to predict the presence of bacterial spots is also taken into account. Figure 3 shows the outcome of the VGG-16 architecture during training and validation.

As shown in figure 3, the VGG-16 accuracy is approximately 86% during the first epoch. As the number of epochs increases, the accuracy of the model increases and it reaches an approximate accuracy of 99% during the tenth epoch. The loss value produced by the model is inversely proportional to the number of epochs. For instance, the loss value of the model during the first epoch is 28% and as the number of epochs is increased, the loss rate is decreased and it reaches the loss value of 9% during the final epoch.

Time taken to complete the detection process is also taken into as mentioned before and it is found that the VGG-16 architecture takes a maximum of 1344 seconds during the first epoch. The time taken is also reduced to 987 seconds during the final epoch. Yet, this amount of time is large for a DL model. Figure 4 contains the graphical representation of the above-mentioned data. In other words, it contains the accuracy value of the VGG-16 architecture during every single epoch.
This can be observed that as the range of epochs increases, the positive performance of the model keeps on rising. Figure 5 depicts the pictorial depiction of the VGG-16 architecture's loss value at each epoch.
It can be observed that as the number of epochs increases, the model's loss decreases. Figure 6 shows the results of the Alexnet architecture during training and validation.

Fig. 6. Accuracy and loss values of AlexNet architecture

The model’s accuracy during the first epoch is roughly 80%, as shown in figure 6. The model’s accuracy improves as the number of epochs grows, reaching an approximate accuracy of 95% during the tenth epoch. The model’s loss value is inversely proportional to the number of epochs used. For example, the model’s loss value is 263 percent during the first epoch, but as the number of epochs increases, the loss value decreases until it reaches 42 percent at the last epoch. The time taken for the completion of every step remains similar to 280 to 305 in all epochs. Though the accuracy value of the AlexNet architecture is similar to that of the VGG-16 and the time is taken for the completion of every process is low, the loss value is very high even in the final epoch. Figure 7 and 8 depicts the graphical representation of the results of the AlexNet architecture i.e., the accuracy and loss values of the DL model.
From figure 7, it can be found that the accuracy value of the AlexNet architecture is not stable. It gradually increases in the first two epochs of validation, only to reduce in the next two epochs. The consistency of the accuracy values is missing in the AlexNet architecture. Figure 8 represents the loss plot of the AlexNet architecture.

Just like the accuracy plot, the loss plot also fails in maintaining the consistency of the values. The loss value reaches its maximum in the seventh epoch of validation which is the second last epoch. This makes the model the one with unpredictable outputs. Figure 9 cumulates the results of both the DL models on test data with all three parameters such as time, accuracy, loss.
Fig. 9. Final outputs of both the models

From figure 9, it can be inferred that the VGG-16 architecture is best in a performance like an accuracy and loss and the Alexnet architecture is the best in terms of running time.

**Conclusion**

The Kaggle database provided the dataset consisting of 4000 images of leaves of the bell pepper plant out of which half contained healthy leaf images and the other half had the leaves of plants that were affected by bacterial spots. The collected sample is then preprocessed by resizing and rescaling images. The processed images are then split into three parts for training, testing, and validating the DL model. Two DL models were developed using two different DL architectures named the VGG-16 and the AlexNet architecture. The trained models were then validated and tested. The results of training and validation were tabulated and represented in the form of graphs for better understanding. After testing the models, it is observed that in terms of accuracy and loss, the VGG-16 architecture is the best, whereas the Alexnet design is the fastest. When it comes to disease prediction, accuracy is more important than the time taken. The model may take a lot of time but it should not predict an affected leaf as a healthy one. It may lead to some worse consequences. In the end, it can be concluded that the VGG-16 architecture is the best when it comes to identifying the plant diseases like bacterial spots of the bell pepper plants.
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