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Abstract---Theme Extraction is a method of identifying, evaluating, and understanding human perception about a product in form of key features or themes that we extract dynamically from a given set of reviews within a data set. These themes are then categories to form an opinion about a given feature inside of the product through which we can analyze the advantages as well as the short comings of a given product or organization. These key features are then displayed on to the user for them to make a wise decision based on their likes and dislikes which they can compare with the user base that have already formed a review. All of this happens seamlessly with the help of Natural language Techniques that enables us to dynamically extract features or themes and generalizes an opinion score alongside it to represent thousands of reviews in a small concise manner. To make this happen, we consider seven different steps: (i)Text Pre-Processing, (ii) Removal of Stop-Words, (iii) Vader Sentiment Analysis, (iv) Feature Extraction using HAC, (v) Classification of Key Features using MOS, (vi) Testing the Accuracy of the Score and (vii) Creation of Word-Cloud using Features. After extracting all these features and scores from the review we can analyze and display them along side the reviews for better understanding of the product.
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Introduction

This paper aims to make use of the highly unstructured text reviews about any product, extract the potential features about the product, assign scores to them and then classify the reviews as either positive or negative. The features of the product play a crucial role in the decision making process of the potential
customer. It is these features that distinguish one product from other similar products from different brands. Most of the things focus on a specific feature as their selling point.

**Objective**

The objective of this paper is when searched for a particular product on the web, the current day search engines show the list of websites which gives the features of the product and their prices. But the users can be given much more information about the product using the reviews about the searched product. Thus, a new type of theme extraction system can be designed which will not only retrieve facts but will also enable the retrieval of opinions of the users about the product.

Since the evolution of social networks, people have started to express their opinions in the form of the blogs or Facebook posts or tweets starting from the products people buy to the presidential candidate they support. When searched for a particular product on the web, the current day search engines show the list of websites which gives the features of the product and their prices. But the users can be given much more info about the product using the reviews about the searched product.

**Problem Definition**

What if we could extract Key Themes from reviews dynamically without any reference?
And give Scores to the Themes based on the comments / reviews that are put by the users.
The project aims to make use of the highly unstructured text reviews about any product, extract the potential features about the product, assign scores to them and then classify the reviews as either positive or negative.

**Proposed System**

The Dataset we obtained contains unwanted text, and abbreviations.
Such a search engine can be used in several diverse applications like product reviews to aggregate opinions on a political candidate or issue. We create an NLP project which, when searched for a product, gives the highlighted features of the product and peoples opinion about the feature (instead of the user scrolling through all the reviews to know about the product).

**Step-by-Step Procedure**

4.3.1 **Data Input:**

We Collected Samples to Begin Testing.

4.3.1 **Preprocessing:**

Here Cleaning of the Dataset is performed.

4.3.3 **Feature Extraction:**

In this phase the actual required information is extracted.
4.3.4 Rating Extraction:
Rate the emotion that is associated with each key themes and evaluate all reviews for the score.

4.3.5 Predict Traits:
The desired result is published.
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**Feature Extraction using HAC**

1. The Algorithm HAC stands for High Adjective Count Algorithm.
2. To Extract Key Features, we implemented HAC Algorithm. Instead of using frequency of keywords, our algorithm starts identifying adjectives and nouns.
3. The scores of nouns are initialized to zero, each adjective is associated with a noun to which it is closest, this adjective is more likely to describe the noun.
4. For each such adjective, score of nouns is increased by one. After processing all the reviews, we will have a score associated with each noun, which we call them as opinion scores.
5. So, nouns with high score have more adjectives to describe them. Then we can have a threshold and nouns having score more than threshold are considered as potential features.
Classification of Key Features using MOS.

MOS stands for Max Opinion Score Algorithm.
1. MOS Algorithm Takes all the N-Grams and Bi-Grams identified Adjectives into account to perform Analysis on each sentence to look for words and analytically provide scores based on what is said.
2. This Algorithm takes 3 arguments as input:
   - The first argument is the list of adjectives which are used to express opinions, we refer them as opinion words. We must choose a value manually between [-4,4] to each opinion word. A high score indicates a stronger opinion than lower score.
   - The second argument is the list of inversion words like ‘not’ which give a negative sense to opinion, so when these words occur in the left context of opinion
words, they change the opinion sense. So, when an inversion word appears, we multiply the score by -1.

- The third argument is the list of potential features obtained by using TF / TF-IDF / HAC algorithm.

3. The number of runs of non-zero columns will give the number of words or disconnected letters.

3. For each sentence, we look at the opinion words and identify features closest to it. The score of features is summation of scores of opinion words associated with it. The scores of features are further summed up to calculate score of review, so for each review we get a score and reviews are displayed based on this score.

\[
\text{Review score} = \frac{\alpha \cdot \text{Title score} + \text{Body score}}{\alpha + 1}
\]

(\(\alpha\) is the title weight co-efficient)

![Figure 5.1.5: Formulae for MOS Algorithm](image)

**5.1.6 Testing the Accuracy of the Scores**

Tested the program on 5 different datasets.

The Average Accuracy came to **93.8%**.

The Dataset Ranges from 700 reviews to 25000 reviews.

Dataset were from different categories including:

- Jungle Resort
- Bank Employee Audit
- Digital Camera
- Television
- Internal Employee Reviews
Creation of Word-Cloud using Features

A Word-Cloud is a novelty visual representation of text data, typically used to depict keyword metadata on websites, or to visualize free form text. Tags are usually single words, and the importance of each tag is shown with font size or color.
Implementation

Text Pre-Processing

To extract key features from the dataset, the following operations are performed. All these tasks are performed with module Re.

1. Removal of Numeric values. Unwanted numeric values do not provide any significant benefit as the program cannot understand nor evaluate it.
2. Removal of Special Characters (/, @, etc.). Unwanted special characters do not provide any significant benefit as the program cannot understand nor evaluate it.
3. Removal of Multiple Spaces. Unwanted spaces do not provide any significant benefit as the program cannot understand nor evaluate it.
4. Converting all the values in the text to be in lowercase as it is not only easier but all significantly beneficial for the program to understand each word by its own. Higher case letters inside a word are generally misunderstood and provide inaccurate results.
## Removal of Stop-Words

Stopwords are the English words which do not add much meaning to a sentence. They can safely be ignored without sacrificing the meaning of the sentence. For example, the words like the, he, have etc. Such words are already captured this in corpus named corpus. We first download it to our python environment.

```
In [23]: import spacy
   ...: from spacy.lang.en.stop_words import STOP_WORDS
   ...: STOP_WORDS = {'itself', 'how', 'two', 'eight', 'five', 'never', 'but', 'from', 'please', 'along', 'thereupon', 'not', 'more', 'few', 'if', 'noone', 'part', 'she', 'there', 'say', 'which', 'some', 'however', 'each', 'being', 'many', 'others', 'with', 'through', 'seen
   ...: ed', 'yours', 'don', 'almost', 'nobody', 'only', 'side', 'then', 'thereupon', 'they', 'became', 'give', 'either', 'least', 'tw
   ...: enty', 'fifteen', 'afterwards', 'is', 'would', 'a', 'sometimes', 'show', 'did', 'for', 'someone', 'yet', 'behind', 'her', 'herself', 'was', 'this', 'made', 'themselfes', 'anything', 'thereafter', 'myself', 'among', 'therein', 'three', 'top', 'aw', 'nee
   ...: t', 'fifity', 'around', 'become', 'bottom', 'between', 'due', 'same', 'while', 'or', 'mostly', 'her', 'everyone', 'herein', 'doe
   ...: s', 'why', 'call', 'throughout', 'your', 'very', 'nine', 'letterly', 'across', 'ours', 'alone', 'name', 'someone', 'neither', 'at
   ...: 'first', 'just', 'us', 'see', 'night', 'everywhere', 'together', 'no', 'forty', 'go', 'whenever', 'whoever', 'whereasta
   ...: r', 'then', 'enough', 'seems', 'off', 'beyond', 'though', 'when', 'keep', 'could', 'within', 'other', 'may', 're', 'upon', 'fi
   ...: d', 'its', 'whereas', 'himself', 'take', 'these', 'doing', 'can', 'various', 'anyone', 'below', 'none', 'during', 'any', 'anyho
   ...: w', 'becoming', 'has', 'put', 'whence', 'herby', 'towards', 'even', 'without', 'get', 'most', 'about', 'out', 'besides', 'ever
   ...: y', 'several', 'used', 'wherever', 'one', 'into', 'already', 'must', 'two', 'of', 'last', 'move', 'anywhere', 'once', 'up', 'non
   ...: e', 'where', 'full', 'leven', 'at', 'rather', 'thru', 'thence', 'those', 'have', 'non', 'thus', 'were', 'who', 'per', 'as', 'hun
   ...: dred', 'perhaps', 'still', 'above', 'on', 'in', 're', 'wherein', 'their', 'some', 'onto', 'anyway', 'everything', 'in', 'among
   ...: t', 'formerly', 'front', 'meanwhile', 'namely', 'becomes', 'nothing', 'really', 'further', 'somehow', 'sometimes', 'twelve', 'an
   ...: other', 'whose', 'much', 'because', 'forever', 'who', 'before', 'although', 'on', 'en', 'then', 'therefore', 'four', 'using', 'quite
   ...: 'often', 'our', 'except', 'ever', 'last', 'after', 'regarding', 'here', 'he', 'yourself', 'also', 'whether', 'ill', 'go', 'also
   ...: ye', 'been', 'six', 'whereby', 'you', 'to', 'what', 'latter', 'empty', 'unless', 'back', 'now', 'beforehand', 'whatever', 'ar
   ...: e', 'such', 'make', 'since', 'cannot', 'will', 'elsewhere', 'that', 'see', 're', 'too', 'moreover', 'whole', 'beside', 'whithe
   ...: r', 'hence', 'hereupon', 'it', 'third', 'done', 'by', 'under', 'yourselves', 'both', 'withstanding', 'as', 'should', 'all', 'had
   ...: , hers', 'so', 'and', 'hereafter', 'me', 'toward', 'it', 'serious', 'sixty', 'seeming', 'be', 'something', 'until', 'amount
   ...: 'indeed', 'via', 'it', 'nouther', 'ourselves', 'ey', 'thereby', 'will', 'against', 'of', 'again', 'these', 'also', 'the', 'i',
   ...: 'ever', 'nevertheless')
```

Image with Stop-Words.
**Vader Sentiment Analysis on Reviews**

VADER (Valence Aware Dictionary for Sentiment Reasoning) is a model used for text sentiment analysis that is sensitive to both polarity (positive/negative) and intensity (strength) of emotion. ... VADER sentimental analysis relies on a dictionary that maps lexical features to emotion intensities known as sentiment scores.

![Sentiment Analysis](image)

Vader Analysis Example.

**Conclusion**

With the proliferation of social networking and e-commerce the information contained in the opinions/reviews expressed by the people has grown by leaps and bounds. In this work we present an opinion search engine system that incorporates two novel opinion mining algorithms. The opinions are based on features and the orientation of these opinions is also largely based on the features rather than a product. People seem to like/dislike a specific product because of some feature associated with the product. The proposed framework not only classifies a review as positive or negative, but also extracts the most representative features of each reviewed item and assigns opinion scores on them. An initial experimental evaluation on several customer review data sets has shown that our algorithm achieves very high levels of accuracy.

**7.2 Future Scope**

Our plans for future work include experimenting with datasets from other social media. We also plan to further explore the idea of focusing on particular parts in a user’s expressed opinion (e.g., the parts that are being most commented on) and extract features from there instead of the whole text.
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