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Abstract---Background _ Artificial intelligence (AI), particularly deep learning, has the potential to significantly transform the field of radiology. While there has been considerable attention in popular literature on the possible applications of AI, such as autonomous vehicles, it is suggested that the healthcare sector would experience the earliest and most significant impact from AI. Aim of Work – This paper aims to provide an overview of the current state of AI in radiology, including its potential benefits and challenges, and to discuss the ethical, technical, and practical considerations for its implementation in clinical practice. Methods – A comprehensive literature review was conducted to identify relevant studies and articles on AI in radiology. The review included scientific publications, conference proceedings, and reports from reputable organizations and institutions. Results – The findings of the literature review suggest that AI has the potential to enhance the efficiency, accuracy, and precision of medical image analysis and interpretation. AI algorithms can assist radiologists in tasks such as image segmentation, lesion detection, and disease classification. However, several challenges need to be addressed before AI can be widely adopted in clinical practice. These challenges include ethical concerns about data privacy and security, the need for robust technical validation of AI algorithms, and the establishment of standardized data-sharing protocols. Conclusion – AI has the potential to revolutionize radiology practice by improving diagnostic accuracy, streamlining workflows, and enabling personalized patient care. However, careful consideration must be given to ethical, technical, and practical issues to ensure the safe and effective implementation of AI in radiology.
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Introduction 

Artificial intelligence (AI), namely deep learning, has the potential to greatly disrupt the profession of radiology. While there has been much focus in popular literature on the possible applications of AI, such as autonomous vehicles, it has been suggested that the healthcare sector would see the earliest and most significant impact from AI [1]. In the field of healthcare, the majority of current AI research is centered on machine and deep learning, with a particular emphasis on radiology. Several writers and researchers have expressed worries about the potential for AI advancements to replace human radiologists and ultimately render the field of radiology obsolete [2, 3]. This forecast seemed hasty [4]. While some jobs are expected to be automated, artificial intelligence (AI) will mostly function as a catalyst for innovation, enhancing the influence of radiology on patient outcomes and hence elevating the significance of the discipline overall. In the future, radiologists will shift their focus from remembering and identifying patterns and differential diagnoses to primarily managing data and information. Their responsibility will be to combine and analyze imaging data, laboratory and pathology results, and genetic information for the patient's clinical care team [5, 6]. By automating tedious and time-consuming operations, it has the potential to enhance the purpose and happiness experienced by radiologists.

Despite the surge in interest and research on AI in radiology, it is evident that there are still numerous important obstacles that need to be addressed before AI can be widely used and integrated into clinical practice. Key concerns that require attention encompass the ethical advancement and utilization of artificial intelligence (AI) in the healthcare sector, the proper verification of each AI algorithm developed, the establishment of efficient mechanisms for sharing data, regulatory obstacles for approving AI algorithms, and the creation of educational resources on AI for both practicing radiologists and radiology trainees.

Various parties are collaborating to create artificial intelligence (AI) solutions specifically for the field of radiology. It is our belief that every stakeholder has both strengths and limitations when it comes to their ability to access the information, experience, data, and other resources required for achieving success (Figure 1). In order to make advancements in imaging AI, we think that it is crucial to form collaborations between academic healthcare institutions and industry, taking into account the strengths and shortcomings of each stakeholder.

Moral dilemmas

The majority of ethical issues related to AI in healthcare may be categorized into three primary groups: concerns about justice, accountability, and transparency. These concerns have led some academics to refer to the ethical framework of AI ethics as the fairness, accountability, and transparency (FAT) paradigm [7, 8]. While it may not be possible or advisable to completely eliminate all biases, it is crucial to acknowledge and contemplate their impact on both machine and human decision-making. Biases may arise when databases disproportionately include, exclude, or completely overlook certain traits that are pertinent to the given task. Additionally, there is a potential danger known as "automation bias," when people become too reliant on machines and neglect to utilize their own critical thinking and examination [9]. There is also the chance of false correlations that, if acted upon, might result in injury to patients [10].

Furthermore, the use of artificial intelligence (AI) in the healthcare sector, particularly when it includes sensitive personal health information, gives rise to apprehensions about the safeguarding of data and the preservation of privacy. Access to big datasets that accurately reflect various populations is crucial for training algorithms. However, problems over obtaining meaningful permission and ensuring adequate anonymization and de-identification of data are still significant [11]. It is important to additionally take into account the rights and interests of individuals who are not included in the datasets used to train AI systems. This is a significant political issue, particularly when the individuals absent from databases belong to disadvantaged or vulnerable communities who may possess distinct health conditions and requirements compared to other groups. The activities performed by AI models based on datasets that do not include these populations would not be appropriate for the specific requirements of these disadvantaged or vulnerable groups. This might potentially worsen health disparities. Another issue pertaining to disparities is the disparate use of artificial intelligence in contexts with abundant resources compared to those with limited resources. AI has the potential to enhance human decision-making in complex situations, but it also has the potential to substitute for human knowledge in underprivileged areas of the globe [8].

In order to protect against these potential negative consequences, it is imperative that the AI algorithms employed are adequately transparent and comprehensible for healthcare providers to oversee the logic and impact of AI. Additionally, healthcare providers should be able to offer a reasonable explanation of how AI functions to patients and other relevant individuals [12, 13]. Additional proposals to tackle concerns about fairness, accountability, and transparency include a comprehensive strategy that encompasses (a) ethical governance, (b) explainability and interpretability, and (c) ethical auditing [14]. This implies that anyone involved in the development, certification, and implementation of AI in radiology should ensure that any biases present in the system are made clear and carefully consider the potential impact of these biases on AI-driven analyses, such as diagnosis, as well as the choices taken based on these analyses. According to source, this implies that the education and training of health professionals should be redesigned to shift the emphasis from memorizing information to preparing students to effectively engage with and oversee artificially intelligent devices [15].

Regarding the regulation of these issues, Thierer et al [16] distinguish between two primary approaches: the precautionary principal approach and the practice hazard approach. The precautionary principal approach asserts that the lack of evidence regarding risk should not be used as a justification to permit a practice that poses a hazard. Based on this reasoning, if it is evident that a particular application of AI has the risk of exacerbating social disparities, then such practices should be tightly controlled, even in the absence of concrete proof that they have already contributed to social inequality. The second approach, known as the permission-less approach, argues that technologies should continue to advance until there is substantial proof that they are dangerous. In general, the European approach is more cautious compared to other regions, implying that the lack of data about danger is not often considered a sufficient basis to proceed with technological adoption. Instead, it is important to thoroughly and exhaustively examine the potential advantages and disadvantages in advance.

Verification of technical aspects or features

The first inquiry that must be resolved at the technical validation stage pertains to the optimal approach for devising a technical validation research. While the scope of this may vary depending on the job, it is important to have a validation technique that may provide valuable insights into important aspects of the algorithm, such as its resilience, repeatability, and generalizability. Furthermore, it is necessary for the algorithm to provide a clear understanding of its anticipated precision, such as its ability to quantify or diagnose or predict accurately. This statement outlines the specifications for the imaging data that must be gathered, including the desired amount and quality. It also specifies the extra information, such as labels and co-variates, that should be compiled. Additionally, it mentions the validation metrics that will be used to assess performance, as referenced in source [17]. Furthermore, a crucial factor to take into account is the allocation of the available data among algorithm creation, optimization, and validation. Typically, in the majority of research, the training, validation, and test sets are selected from the same dataset. This may provide understanding of algorithm precision, but not of its resilience and capacity to apply to many scenarios. In order to evaluate this particular aspect of an algorithm, it is crucial to choose a completely separate test set. This was done in a radiomics study on glioma classification, where the algorithm was developed using data from 284 patients from two hospitals. The algorithm was then validated using an independent dataset from The Cancer Imaging Archive.

The robustness of an algorithm is characterized by its ability to provide consistent output even when there are minor fluctuations in the input data. For the majority of algorithms, this may be easily evaluated by introducing realistic, little modifications to the input data (such as including realistic noise patterns, altering picture intensity, or making slight deformations), and monitoring whether these modifications have a substantial impact on the output. Algorithms that lack robustness in the face of minor alterations are prone to generating mistakes when used in a regular operational context.

Regarding reproducibility, our primary focus is on the ability to replicate the outcome of an imaging session. Specifically, we are concerned with the reproducibility of both the image capture and processing process. Thus, for optimal assessment of the replicability of an AI program, it is desirable to have a dataset that includes many scanning sessions of the same subject. Reporting on the repeatability of an algorithm is crucial since it indicates the degree to which a specific measurement produced from an image may be utilized for a longitudinal evaluation.

Generalizability refers to the capacity of an algorithm to be effectively used across many contexts or environments. The lack of generalizability is currently a major weakness of deep learning methods. While algorithms trained on a particular dataset tend to perform well on comparable data, they typically struggle to perform well on unseen data throughout the training phase [18]. Due to disparities in scanner hardware and software, scanning settings, and variations in human anatomy and disease, there is significant variability in medical imaging data. Training the algorithm with diverse clinical practice data enhances the likelihood of the system's generalizability, but obtaining such data is challenging. The data sharing section will provide a more comprehensive analysis of this matter.

The significance of issues in the technical validation of AI algorithms in medical image analysis

Competitive image processing and analysis challenges have been very advantageous in objectively evaluating the effectiveness and usefulness of various image analysis and image processing applications. A total of 180 challenges have been arranged, and these events have become significant components of prominent international conferences in medical imaging and radiology [19]. These tasks include a specific and well-defined job, such as segmenting the liver in contrast-enhanced abdominal CT images [20]. Research organizations, regardless of whether they are from business or academia, are welcome to obtain a collection of test scans. The expected output for these scans is known, but it is not provided. An explicit assessment system and a specified set of performance measures are established and made publicly available. Each participating team is required to submit the segmentation results of the test images using their proprietary algorithm and provide a detailed description of their technique in a paper. The challenge organizers assess all outcomes, and in several instances, the teams who take part in the challenge collaborate as co-authors on a journal paper that receives significant citations.

While challenges have achieved great success, the bulk of problems have originated from the medical image analysis and machine learning community, rather than from the community of end users. Consequently, many activities and assessment criteria that have been established may not effectively tackle the most urgent medical image analysis issues that AI might potentially assist with. Furthermore, a recent assessment of difficulties encountered in medical imaging highlighted the need of considering variations in task design, such as variances in evaluation metrics and ranks, when interpreting the outcomes of these challenges [21].

In order to guarantee that the utilization of difficulties contributes to the advancement of AI algorithms that can be safely used in healthcare settings, it is crucial to enhance the caliber of these problems. Significant progress is being made in both the medical image analysis and radiology communities towards this goal. The Medical Image Computing and Computer Assisted Intervention Society has used the idea of structured challenge submission for its challenges. This approach assists task organizers in following a set of criteria and principles to guarantee the production of high-quality challenges. Another significant advancement is the growing number of challenges being started by the radiology community [22, 23].

The American College of Radiology (ACR) has recently released many use cases demonstrating the potential contributions of AI [24]. The use cases delineate the specific clinical query to be resolved, the input data used, and the anticipated output information from the AI system. To further the progress of AI in radiology, it is very logical to combine the notion of "challenges" with clinically oriented AI applications. Clinicians should provide use case scenarios and assessment measures to generate clinically motivated challenges, instead of leaving this task to algorithm developers.

Data sharing

As previously said, the development, training, and testing of AI systems need vast volumes of data. Maximizing the size and diversity of these datasets is crucial to enhance the applicability of the created algorithms and minimize the risk of unintentional biases. Hence, it is crucial for image collections to accurately reflect the pictures acquired in various clinical settings and the individuals being treated. This may be accomplished most effectively by facilitating data exchange across different institutions, preferably across different nations and demographic regions. Furthermore, in order to be valuable, imaging data must be integrated with accurate and reliable ground truth information. Ground truth may be defined in several ways, including as clinical results like overall or progression-free survival, diagnostic imaging tests, or tissue diagnosis from pathology research. Due to the difficulty in obtaining data in some clinical situations and the possibility of biased verification, providing data that has been verified with accurate and reliable information may greatly assist in generating strong and reliable proof. In several scenarios, the only feasible benchmark (such as the identification of congestive heart failure on a chest X-ray) can only be established by a group of human specialists. Ultimately, the extensive magnitude of datasets that may be acquired using collaborative methods would enable significant analysis within specific patient subgroups, such as females and men, various age cohorts, or varying degrees of illness severity. Data sharing allows for the analysis of subgroups within the data, which in turn provides valuable information for the establishment of clinical practice guidelines. This is particularly crucial for improving the little evidence available about diagnostic testing [25, 26].

The prerequisites and obstacles to the exchange of data

In order to ensure efficient and accountable exchange of data, it is essential to adhere to ethical guidelines and adequately manage privacy issues. Data re-identification is a significant concern when it comes to exchanging picture data, making the latter crucial in this context due to its high potential for re-identification. While this statement applies to all types of data, it is particularly applicable to photos that include face traits that may be rebuilt, enabling the identification of the persons involved [27]. As previously stated, it is essential to provide accurate annotations and ground truth information when sharing imaging data to ensure its high quality. This task takes a substantial amount of effort and will be challenging to do without the establishment of incentives for those who are willing to provide the data. Other unresolved issues that must be addressed to enable extensive data sharing are data access regulations, data quality and safety policies, intellectual property concerns, and data protection. In order to tackle these problems, a collaborative effort called the Guide to Data Sharing of Imaging Trials (GUIDE-IT) has been established [28]. The concerns will be addressed by pursuing the following objectives: creating a network for sharing data from imaging studies, formulating procedures for accessing the data, setting criteria for informed consent, and ensuring the quality and safety of the data. To achieve success, it is crucial to prioritize the specific requirements of prospective consumers of data, provide suitable rewards to those who give data, and engage patient advocates to aid in the creation, testing, and validation of AI solutions based on images [29].

Global collaboration and data sharing face several practical implementation barriers that must be addressed. These include the lack of research programs that educate scientists about the benefits and challenges of data sharing, the issue of funding for data sharing platforms due to the substantial costs involved in their establishment and maintenance, and the historical competition among academic institutions, which discourages data sharing between them.

Although there are challenges and obstacles mentioned earlier, there are notable instances of effective sharing of images and data. These include the Alzheimer's Disease Neuroimaging Initiative, the Global Alzheimer's Association Interactive Network, the Cancer Imaging Archive, and the National Biomedical Imaging Archive [30-33]. Data sharing has occurred in collaborative meta-analyses including individual-patient data and between studies involving medical imaging. The Collaborative Meta-Analysis of Cardiac CT included researchers from over 70 institutions in more than 20 countries. They pooled data to get a better understanding of the clinical situations in which cardiac CT had the best level of accuracy [34]. The field of interventional neuroradiology stroke research has collaborated to create and verify a decision tool for choosing patients for intra-arterial therapy [35]. Additionally, the two most extensive studies in coronary CT imaging have collaborated to verify the accuracy of a coronary risk assessment tool [36].

The intersection between artificial intelligence and education

In order for radiologists to assume a leadership role in integrating AI into their everyday practice, it is crucial that they possess a fundamental fluency in machine learning, comprehending both its capabilities and constraints [37-39]. The need to comprehending AI has been likened to the necessity for radiologists to grasp the fundamentals of imaging physics [39, 40]. Recent research has shown that there is presently a lack of this degree of comprehension among radiologists [41, 42]. To get this level of comprehension, it is crucial to delineate the specific AI expertise that radiologists will need and to build the requisite instructional tools accordingly.

Different professions within radiology need varying degrees of understanding, similar to imaging physics or imaging informatics. López et al. [43] have outlined three distinct responsibilities for humans in the age of artificial intelligence: trainers, explainers, and sustainers, as discussed in their article on collaborative intelligence. Trainers are those who create and instruct algorithms to carry out certain tasks. Explainers are those who possess the ability to elucidate the actions and operations of algorithms, which are often obscure to others. Sustainers are those who guarantee the appropriate, secure, and responsible functioning of artificial intelligence systems. Wintermark et al [39] have delineated a comparable although somewhat distinct trio of jobs that center specifically on radiologists: designers of AI tools, deployers of AI tools, and consumers of AI tools. The individuals that need the most comprehensive understanding are the designers of the tool, since they are responsible for developing and assessing algorithms and networks, and then implementing them to address particular imaging issues. The members of this group are expected to possess a significant level of expertise in data science, comparable to our existing core of scientists who often have graduate degrees in physics, engineering, or mathematics. In order to proceed, it is essential that they comprehend and address many concerns that have been previously covered in this article. These issues include the development of comprehensive datasets, validation of algorithms, and the exchange of data. The tool deployers possess a proficient comprehension of data and computer science, but not as profound as that of the tool inventors. Nevertheless, they will possess sufficient expertise to choose which algorithms to use and implement for certain imaging inquiries, as well as to guarantee that the algorithms are verified and functioning as intended. The minimum level of expertise needed for users of the AI tool is rather low. This group must possess a solid grasp of fundamental AI principles and be capable of identifying instances where algorithms are not functioning as intended. This is analogous to the way experienced radiologists need to recognize the presence of imaging artifacts, even if they cannot provide an explanation for their occurrence or suggest methods for their elimination.

Developing the training materials needed to teach all three positions in radiology will be a challenging task that requires collaboration among several national and international bodies, as well as university radiology departments. The start of this process is already evident via the establishment of ACR's Center for Data Science, the Radiological Society of North America's Radiology Informatics Committee, and the European Society of Radiology's AI blog [44]. It is imperative to include a criterion for ongoing proficiency in artificial intelligence (AI) for radiologists who are already practicing, within the existing standards for continuing medical education (CME) in imaging. Furthermore, it is necessary to design a standardized curriculum for radiology trainees, in addition to developing educational tools for presently working radiologists. It is evident that individual programs will not possess the necessary skills to independently construct such a program for a considerable period of time. 

The extensive use of AI will not only enhance the required knowledge base of radiologists, but also has the potential to reduce and maybe remove some components of the existing knowledge base. According to Asken, et al [44], in the era of AI, the present focus on memorizing vast quantities of data would need to shift towards the integration and usage of abundant data and knowledge readily accessible from many data sources. Similarly to Jha et al's theory [6], it is predicted that the primary role of radiologists would no longer be limited to pattern detection but will instead transition towards becoming information experts and managers. In order to have the greatest influence on patient care, radiologists must possess a comprehensive understanding of several different omics. While AI will have the capability to process and categorize vast quantities of data, it will remain the duty of radiologists to analyze and provide meaning to the results generated by algorithms, transforming them into valuable information and knowledge that will have a beneficial effect on patients' health outcomes.

Conclusion

Ultimately, AI has intriguing prospects for how humans acquire information. AI technologies will possess the capability to observe and evaluate the knowledge base and performance of trainees and practicing radiologists. By using this data, AI systems have the potential to tailor an instructional program for each particular trainee/radiologist. For instance, artificial intelligence (AI) will possess the capability to detect areas of deficiency and include suitable instructional scenarios for trainees, or maybe customize mandatory continuing medical education (CME) based on individualized requirements. Artificial intelligence (AI) has the potential to advance individualized treatment and tailored education. 
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Figure 1. Advantages and disadvantages of the primary stakeholders involved in the development of artificial intelligence (AI) for radiology
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